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INTRODUCTION

The objectives of the International conference on Applied Internet and Information Technologies
are aligned with the goal of regional economic development. The conference focus is to facilitate
the implementation of Internet and Information Technologies in all areas of human activities. The
conference provides a forum for discussion and exchange of experiences between people from
government, state agencies, universities, research institutions, and practitioners from industry.
Information technologies change during time and this year AIIT conference addressed the
diversity of ICT application areas and relevant research topics such as:

Information systems

Software engineering and applications
Data science and big data technologies
Business intelligence and IT support to decision-making
Communications and computer networks
Data and system security

Distributed systems

Internet of Things

Embedded systems

Software quality

Software maintenance

Computer graphics

IT management

E-commerce

E-Government

E-Education

Internet marketing

ICT practice and experience

Information technologies enable collaboration across the globe. This year the conference was
successfully co-organized by 5 institutions from 4 countries - Serbia, North Macedonia, Russia, and
Bulgaria. It has been managed in collaboration with 3 co-chairmen from Serbia, North Macedonia,
and Russia.

International Conference on Applied Internet and Information Technologies (AIIT) is an annual
conference that was held since 2012, based on successful results of the International Conference
on Information and Communication Technologies for Small and Medium Enterprises in 2011. This
year, AIIT2020 was held on October 16, 2020, in Zrenjanin, Serbia.

Due to a COVID-19 pandemics, the conference is held in virtual form, with online presentations
with Google Meet, and streaming video and poster presentations available at the web site of the
conference (http://www.tfzr.uns.ac.rs/aiit/). There were 54 accepted papers with 125 authors
from 21 countries (Serbia, North Macedonia, Montenegro, Bosnia and Herzegovina, Croatia,
Slovenia, Romania, Hungary, Bulgaria, Slovakia, Russia, Sweden, United Kingdom, USA, Canada,
India, Sri Lanka, Japan, China, Egypt, and Iraq). The papers are presented online, or in the video
stream and poster sessions. Within the video presentation session, there is a presentation of IT
company ACS — Advanced Cyber Security, Belgrade, Serbia.

The AIIT 2020 organizing committee would like to thank the authors of the papers for their
contribution. All submitted papers were peer-reviewed by the members of the AIIT2020 program
committee. Each submitted paper was assigned to at least two reviewers from different countries
and the paper analysis was conducted as a double-blind review.
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Special gratitude is addressed to many reviewers from co-organizing institutions that made a great
impact on the quality of papers. The AIIT organizing committee especially appreciates the IT
company’s efforts in supporting the conference by its participation.

Information technologies are integrated with every human activity. IT application enhancements
are encouraged by university research, business organizations, public institutions, and the IT
industry. The AIIT organizing committee welcomes future presentations of work in this field at the
next AIIT conference, hoping that all of us will meet again in the real conference event.

Conference chairs:

Dalibor Dobrilovi¢, University of Novi Sad, Technical faculty “"Mihajlo Pupin”, Zrenjanin, Serbia
co-chairman Evgeny Cherkashin, Institute of High Technologies, Irkutsk,Russia

co-chairman Andrijana Bocevska, Faculty of Information and Communication Technologies -
Bitola, North Macedonia
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Dr. Dalibor Dobrilovic is an associate professor at the Information Technology
department at the University of Novi Sad, Technical Faculty ,Mihajlo Pupin®,
Zrenjanin. He has received his PhD in Information technology in 2012. His teaching
areas are in the field of Computer Networking, Communication Systems, and Data and
computer systems security. His research interests are in the area of IoT, Smart Cities,
Wireless communications, Wireless sensor networks, Computer Networking,
Engineering education, etc. Dr. Dalibor Dobrilovic has more than 120 research articles
published in international journals and conferences and he has participated in several
EU and national funded projects. He is a member of IEEE and ACM societies. Since
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Dr. Andrijana Bocevska is an Associate Professor at the Faculty of Information and
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Macedonia. She received her MSc and PhD degrees in Mechanical Engineering in
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journals, conferences and congresses and she has participated in several EU and
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1996, at 1999 defended dissertation “Quant/2 system for automatic theorem proving”
on application new logical calculus for control technical systems. After that, he mostly
deals with application first-order logical inference systems for model identification
algorithm synthesis, software model transformations. Most of the scientific activity is
carried on in Institute for Systems Dynamics and Control theory of Siberian Branch of
Russian Academy of science, at Laboratory of Complex information systems.
E.Cherkashin instructs students of two Irkutsk universities programming, software
design, real-time system engineering and artificial intelligence. He is author more of
160 scientific papers.
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Training 1n Parallel and Distributed Computing
Based on the Orlando Tools Framework

S.A. Gorsky, A.G. Feoktistov
Matrosov Institute for System Dynamics and Control Theory of the Siberian Branch of the Russian Academy of
Sciences, Irkutsk, Russia
gorsky@icc.ru, agf@icc.ru

Abstract - The paper presents new methods and tools for
training parallel and distributed computing. We use the
Orlando Tools framework for training users of various
categories in designing and applying scientific applications
in a heterogeneous distributed computing environment. The
main attention is focused on the scalability of computations
depending on the problem formulation, problem-solving
scheme (workflow) selection, continuous integration of
applied software, environment configuration, and fault
tolerance. Orlando Tools provides hands-on training skills
for end-users. Application of training is shown by the
example of solving practical problems.

L INTRODUCTION

Parallel and distributed computing is an important
area of Computer Science Curricula [1]. Some curricula
related to challenges that need High-Performance
Computing (HPC), but not all of them have special
courses dedicated to parallelism.

Experience in teaching students shows that training is
essential in studying practical issues of parallel and
distributed paradigms of programming. As a rule, the
training is based on the methods and tools used in
practice. Thus, the inclusion of such training oriented to
developing and using parallel and distributed software
into the education process significantly improves an
understanding of many aspects in developing real
scalable scientific applications.

Nowadays, specialists in subjects domains create
complex problem-oriented applications based on
workflows to carry out large scientific experiments in
distributed environments. In such environments, they
obtain, save, manage, and process big data [2].
Environments can be heterogeneous and combine
computational resources from different platforms (grid,
cloud, public access centers, etc.).

A workflow is defined as a specification of stages in
executing and managing scientific applications [3].
Usually, a modular approach is applied in the workflow
design. Each computation process stage in scalable
scientific applications may require HPC.

Organization of efficient parallel and distributed
computing is a non-trivial problem. Therefore, there is a
need for the use of specialized tools.

A Workflow Management System (WMS) is system
software for specifying, managing, and executing
workflow processes on computational resources [4]. A
large spectrum of the well-known WMSs are used in
practice. Among them are Askalon, Condor DAGMan,
Pegasus, Taverna, etc. Many scientific problems are
successfully solved applying WMSs [5-8].

The other two well-known approaches that can be
used to create scientific applications are proposed to help
end-users with the development and use of problem-
oriented software:

e  Problem Solving Environments (PSE) [9, 10],

e Integrated Development Environments (IDE)

[11,12].

PSE is a specialized applied software oriented to
solving specific classes of problems by combining
automated problem-solving methods with human-
oriented tools for guiding the problem resolution.

IDE is oriented to programmers for developing,
modifying, compiling, and debugging software for
mathematical modeling in problem-solving. It is based on
the integration of general-purpose facilities such as
Eclipse or Visual Studio.

We use the Orlando Tools framework (OT) for the
development of distributed applied software packages. A
set of scalable science applications is a kind of such
packages [13]. OT implements the main features of
WMSs and systems designed within the framework of
PSE and IDE.

Table I summarize the main supported capabilities of
the compared approaches. The markers ‘+’ and ‘—° mean
that all systems supported the compared approach have
and do not have the marked capabilities, respectively.
The marker ‘+/—" means that some systems may have and
some do not have them.

The use of OT gives its end-users encouragement to
experiments. An important challenge for our training of
scalable application is the integration computing skills
and problem-oriented knowledge.

Hands-on training the skills of distributed computing
in these approaches is based on various computational
experiments in a computing environment [14]. The
training level is determined by a spectrum of tools for the
computational processes study.
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TABLE L SUPPORTED CAPABILITIES
Approach

Capability PP
WMS | PSE IDE or
Conceptual programming support | +/— +/— +/— +
Procedural problem formulation + + + +

Non-procedural problem
; +/— - - +
formulation

Static problem decomposition + + + +
Dynamic problem decomposition +/— +/— +/— +
Tools for continuous integration - - +/— +
Workflow execution monitoring + + + +
Resource monitoring + +/— +/— +

The classical distributed computing learning involves
the study of special courses on mathematical foundations
of parallel computing, architectures of parallel computing
systems, technologies of parallel programming and
parallel algorithms [15-17]. Usually, problems of the
learning are the integration of this knowledge and full-
scale hands-on training.

In this paper, we represent the OT applying as an
experimental training environment to teach the scalable
application development and use.

II.  SCALABLE SCIENTIFIC APPLICATIONS

A scalable application focuses on parallelism
provided by the growth in the number of computational
units (cores, processors, nodes, etc.) of its execution
environment.

The collaborative team of mathematicians, applied
and system programmers and resource administrators
design the scalable scientific application. As a rule, it
includes the follows applied and system software:

e Library of applied programs for problem-solving
with varying degrees of detail in formulating
problems,

e Library of system programs for supporting
computation planning, jobs forming for
workflows executing under the LRMs control,
computing monitoring, etc.,

e Library of auxiliary programs for data pre-
processing and post-processing.

A significant characteristic of computation scaling is a
problem-solving makespan. In scalable applications, it
decreases with increasing the number of computational
nodes used.

A modular approach use provides the opportunity to
decompose a scalable problem into sub-problems, which
can be solved independently in a computing environment.
This is especially evident within the framework of
parameter sweep computations [18]. Moreover, the
environment can be distributed and heterogeneous.

Scalability depends of both the properties of applied
software and hardware characteristics including features
of system software located in environment nodes. An
environment can consists specialized computational
nodes or Personal Computers (PCs), PC-clusters, HPC-
servers, HPC-clusters, etc. The owners of such computing
systems are interested in their efficient and balanced use.

Therefore, when using scalable applications, it is
important to understand in what cases computation
speedup and efficient use of resources is ensured.

III.  ORLANDO TOOLS

OT is intended for describing and executing problem
solving processes (workflow) using distributed applied
software packages. Packages run in a heterogeneous
distributed computing environment. OT supports version
control based on continuous integration, delivery, and
deployment.

The packages are related to intelligent systems based
on subject knowledge. In addition to knowledge about the
subject domain and algorithms for problem-solving, they
include: tools of collecting, storing, and analyzing
information about the computing processes execution and
environment resources based on their monitoring.

OT includes the following key components:

e Conceptual model designer for describing the
subject domain of a package in the text or graphic
form (Fig. 1),

e Designer of libraries for applied modules of a
package,

e Tools for continuous integration of package
software for debugging and testing modules and
workflows, controlling their versions, and placing
software on computational resources of an
environment,

e  Configurator of a computing environment, which
provides connection of computing resources and
their setting,

e  Repositories, knowledge bases and databases for
saving and processing package descriptions, data,
and computations results.
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Figure 1. Screenshot of interface for the conceptual model designer
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Figure 2. Screenshot of the software manager interface

A key feature of OT is continuous integration of
package software. Using the GitLab system allows us to
manage versions of modules, workflows, and packages in
the whole. Support of their debugging and testing in
nodes of the environment with different computational
characteristics can significantly reduce the package
development times, increase the reliability of
computations, and decrease the makespan of large-scale
scientific experiments. The screenshot of the software
manager interface is shown in Fig.2.

IV. TRAINING

A scheme of hands-on training in OT is shown in
Fig. 3. Our hands-on training is oriented to various
categories of end-users:

( Befin )

a Designing conceptual model

|

Debugging, testing, and studying environment
objects

!

- Are the objects correct?

,_,_7_1_7_1:_,- -

Formulating problems, creating and testing
problem-solving schemes

|

- Configuring an environment

!

Executing problem-solving schemes

I

—— Are faults detect

S

s

'———"_"_ Are problem solutions correct? -~

( Finish )

Figure 3. Trainning scheme

Application developers,

e  Environment administrators,

e Application users.

Developer training may include all stages of training.

Administrator training involves tools for configuring
the environment and testing its nodes.

Application user training supposes operating with the
conceptual model of application and carrying out
computational experiments in a heterogeneous distributed
computing environment.

Users train on the standard models and algorithms
with default parameters of experiments from the OT
knowledge. We provide them with two educational
applications for searching the global minima of multi-
extreme functions [19] and optimizing warehouse
logistics [20].

Advanced users may develop their own models and
algorithms for more complex problems. In addition, they
may plan experiments with special parameters.

The following OT components are used in training

(Table II):
TABLE II. OT COMPONENTS USED IN TRAINING
Component Training Practical Skills
End-users study structural Experience in
analysis of a subject domain constructing
for the solved problem. They | computational
learn to identify important models,
objects of a subject domain, formulating
Conceptual define relations between procedural and
model them, formulate problems, non-procedural
designer and form problem-solving problems,
schemes (workflows). The forming problem-
results of structural analysis, solving schemes
formulations and problem- in accordance
solving schemes are reflected | with the specified
in a graphical editor. criteria.
Subsystem End-users train to operate Skills in
for with repositories for storing managing
continuous and controlling software software versions
integration of | versions, tools for debugging | in heterogeneous
applied and testing software in distributed
software on heterogeneous nodes of the computing
resources environment. environments.
Through configuring the Knowledge about
computing environment, end- | configuring
users can study how each computing
Environment | configuration affects the environments for
configurator | computation speedup and solving specific
resource use efficiency for a problems, taking
specific problem. into account their
properties.
Operation with the executive | Knowledge about
subsystem allows end-users the LRMs
to obtain information about operation features
. the work with LRMs queues and
Computation | . . . .. .
Manager in environment nod;s, job adrplplstratlve
priorities, computational policies for
history of solving problems, different
and features of providing environment
resource quotas. resources.
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e  Conceptual model designer,

e Subsystem for continuous integration of applied
software on resources,

e  Environment configurator,
e  Executive subsystem.

In Table II, we briefly describe the training process
and its result (obtained practical skills).

The training allows end-users to significantly reduce
uncertainties in selecting a high number of criteria in
problem-solving (algorithms, values of their control
parameters, inputs, problem-solving schemes, resources,
etc.). The main aim of such selection is to optimize
distributed computing.

The success of the OT training in the designing and
applying of scalable science applications is due to several
factors. OT supports team training, in which end-users of
different categories interact at the intersection of their
subject domains. The OT components provide end-to-end
training from the application design to practical
problem-solving.

V. EXAMPLE

In this Section, we consider a problem of modeling
loading and unloading logistic operations at a warehouse.
This problem is one of the problems solved with the
aforementioned educational application [20].

Depending on the detail of the problem formulation, it
may require experiments with a different number of
variants of the initial data. Workflow for solving the
problem includes the modules for data preprocessing,
simulating warehouse operations through parameter
sweep computations, selecting optimal data variants, and
data postprocessing. The module for carrying out
parameter sweep computations is implemented in the
General  Purpose  Simulation  System  (GPSS)
language [21].

The computing environment includes PC (Intel Core
i3-4160, 2 core with hyper-threading, 3.6 GHz, 4 GB
RAM), PC-cluster (16 nodes with 1 processor Intel Core
i3-4000M, 2 core with hyper-threading, 2.4 GHz, 2 GB
RAM), and HPC-cluster (32 nodes with 2 processors
AMD Opteron 6276, 16 core, 2.3 GHz, 64 GB of RAM).
All above-listed computing systems have different
computational characteristics. There are the following
resource use quotas for one experiment: 10 nodes for a
PC-cluster and 20 nodes for a HPC-cluster.

In the paper, we skip the training stages at the design
and continuous integration of applied software since we
are using the educational application.

Therefore, the purpose of the training is to show end-
users the change in the computation speedup with the
different environment resources when the detail of the
problem formulation changes. A more detailed
formulation requires the study of a larger number of
variants of the initial data and leads to a greater load on
resources.

VI. EMPIRICAL RESEARCH

In Table III, we can see the results of experiments
carried out by end-users. These results are generated for
users by the OT executive subsystem based on
computational history of the workflow execution.

TABLEIIL.  EXPERIMENT RESULTS
Experiment n tH t t3 s1 52

1 30697 32.18 457 | 0.12 | 7.04 | 268.17

2 61422 64.36 9.11 | 023 | 7.06 | 279.83

3 122843 | 128.73 | 18.21 | 0.46 | 7.07 | 286.07

4 245701 | 25748 | 36.53 | 0.90 | 7.07 | 289.30

5 498739 | 51395 | 67.63 | 1.77 | 7.06 | 290.73
In the experiment specification, end-user can
determine alternative resources, including a basic

resource, for the workflow execution with the speedup
calculating in relation to the basic resource.

Variants of initial data and their number are
determined in a job for the workflow execution. Thus,
Table III provides the results of five experiments for one
end-user’s problem with the different number of initial
data variants.

The columns of Table III show the values of the
following parameters:

e Number 7 of variants,

e  Experiment makespan ¢, on the PC,

e  Experiment makespan ¢, on the PC-cluster,

e  Experiment makespan #; on the HPC-cluster,
e  Speedup s; with PC-cluster,

e Speedup s, with PC-cluster.

The computation speedup with the PC-cluster grows
with an increase in the number of data variants up to a
certain point (Experiment 3, n=122843). Then the
growth stops and begins to decrease. At the same time,
the computation speedup with the HPC-cluster
monotonically increases with the number of data variants.
This is due to the high-performance of the cluster nodes
and the higher network bandwidth in comparison with the
PC-cluster.

This short training demonstrates the capabilities of
different computing systems when performing distributed
computing. In addition, end-users can distinctly see how
the detail of the problem formulation affects the
experiment makespan. For example, they can formulate
problems related to first four experiments and carry out
them only on HPC-cluster, when the time limit for
problem-solving is 1 hour.

VII. CONCLUSION

Nowadays, applying the potential of HPC allows us to
effectively solve difficult scientific and practical
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problems. At the same time, this requires special
knowledge and skills in this field. To this end, we
propose new methods and tools for designing scalable
scientific applications and training of their use in
heterogeneous distributed computing environments.

The proposed methods and tools are implemented in
the Orlando Tools framework. Applied specialists,
programmers, administrators, and end-users with
different levels of skills and needs collaborate in an
integrated process of design and use of distributed
applied software packages (scientific applications).

The proposed framework is used for supporting
various academic disciplines within scientific specialty
05.13.11 «Mathematical and software of computers,
complexes and computer networks» for postgraduate
students at the Matrosov Institute for System Dynamics
and Control Theory of the Siberian Branch of the Russian
Academy of Sciences.

It is important to note that such training within
classical learning is not easy, because it is difficult to
organize solve the real large-scale problems for students
simultaneously. Our training allows us to individually
improve student skills in parallel and distributed
computing. Thus, such training is a good supplement to
the classical education program.
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Abstract - The collaborative robots applications are widely
increasing in the industrial application. In the welding
process, the robot application area is continuously growing.
The manual welding is a professional but really hard
physical work, the replacing by collaborative robots will be
a big advance for the industry. The collaborative robots
application in the welding tasks is not solved yet.

In this article, the authors want to analyse by risk
assessment the dangers for the human in the welding
workplace. On the base of the results determines the danger
zones of the collaborative welder robot workplace on the
base of the dangers level and kind. Also in this applicability
analysis, the authors count the requirable sensors for the
collaborative welder robot in the welding to assure labour
safety.

On the base of the labour safety requirements the aim of
this work to establish a technical aspect system to found the
launch of the collaborative robot welding for the industrial
application.

L INTRODUCTION

The fusion welding is a professional work when the
metal melting on high temperature and the melted metal
establish a metallic cohesion joint [1, 2]. This process is
widely used in the great number of tasks for metal
manufacturing. On the base of the heat source during the
fusion welding process, it can determine several dangers.
Labour safety requirement the supporting of human
welder safety and healthy by the minimization of the
dangers. The ergonomic manual welding is almost
impossible, the labour safety tries to find the solution to
prevent accidents and health damages [3].

II. THE COLLABORATIVE ROBOTS

The collaborative robots in our age are widely used for
several workplaces. The robotic rules are applied for them
also. Asimov defined the robotic rules in his famous novel
[4]. The robotics increased rapidly in the last decade and
we learned to live and work together with them. The first
robots usually some automats were [5]. They made their
program continuously without any communication with
their environ observes the rules of Asimov. The nowadays
used robots are different, they can communicate with their
environ. The robots use sensors to pick information from
their environ. The sensor technology is also increasing
with the robotics to support the robot designer pretensions.
Collaborative robots continuously monitoring
environmental data [6].

The available sensors number almost uncountable. The
sensor technology base to use the picked physical

properties data of the environ (f.ex. temperature, waves,
currents, etc.). These are the heat sensor, the moving
sensor, light sensor, arc sensor etc. Also the motion of
some robots and collaborative vehicles supported by radar
and GPS technology [7]. The sensor, radar, GPS and
wireless technologies are necessary to build a suitable and
safe robot system [8]. The base of the robot programming
is the coordinate geometry. The collaborative robots are
safe for a human co-worker, means that the robot and the
humans work together in the same work area [9]. The
human-robot collaboration levels shown in Fig.1. In the
case of the lowest level collaboration when the human and
robot workplace is separated but they work in the same
all. Middle-level human-robot interaction when human
and robot are sharing the workplace, but not the same
time. Highest level of the human-robot interaction is the
real collaboration when the workplace is fully shared and
the contact not only possible but desired.

3) collaboration

2)
gy
shared &0
workplace yvo
1) .
separated
workplace

&
i' Human-robot
collaboration level
Figure 1. Integration levels of the human-robot

collaboration [9]

As a part of Industry 4.0. strategy the industrial work
needs to be automated with the collaboration of the robots
and human workers. The collaborative robot's task
supported by several sensors. For the robot control, the
used sensors kind and sensitivity is very important, it
needs to be suitable for the robot task and security
requirements [10]. The suitable collaborative robot system
(sensors included) environment needs to be fully secured.
The industrial robots stipulated by the ISO standard 10218
[11-13]. The robot's control in the case of the
collaborative robots realizes by wireless technology. This
technology assures suitable, rapid data transfer between
the robot and the controller. Unfortunately, industrial
robots wireless data transfer is vulnerable [14]. The robot's
programming and control as a function of the robot
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function are almost solved, it can find several examples
and manual in the literature [15, 16].

Nowadays it can find several robots in the welding
tasks. Most commons are the spot welder robots in car
industrial processes, and also it can find welder robots in
the fusion welding area too. Commonly the automatised
fusion welding is the Gas Metal Arc Welding (GMAW)
process [17, 18]. The guiding and control of this welding
process by a computer program is solved.

Hence the aim of the collaborative robot applicability
analysis on the place of the manual welder is a complex
work to establish a technical aspect system what include
the dangers and requirements of the welding and the
robotics.

III. COLLABORATIVE WELDER ROBOTS

The manual welding is hard physical work for the
human welder. The welded joint quality depends on the
welder knowledge and experiences. The manual welder is
limited by his physical and environmental conditions. The
welding speed, the applicable power source namely the
productivity of the welder is limited by these parameters.
The industry is expecting higher and higher productivity
what is impossible to perform by manual welding. Also,
labour safety requirements are increased to save workers
health. In this aspect truly understandable the expectation
to replace the manual welders by collaborative welder
robots. These collaborative welder robots need to be
integrated between manual welders and welding
inspectors. To satisfy this expectation it needs to define
the probable dangers for human during the welding task of
the collaborative welder robots.

A. The danger of arc welding

During the GMAW process, it can find several
dangers from the process specification and the process of
metal transfer. The base of the arc welding is the melted
metal transfer between the electrode and the weld metal
pool to establish a metallic joint. The melting of the metal
made by an electrical arc. In the high-temperature
electrical arc, any metal can be melting. The melted metal
temperature is much over than the melting point of the
metal. The melted metal during the metal transfer process
is covered by shielding gas to isolate the melted metal
from the environmental pollutions.

Dangers of the GMAW process:
v' Heat (electrical arc heat, high-temperature product)
v UV light (electrical arc)
v’ Spattering (melted metal drops)

v Fume (established gas mix from the metal
component and shielding gas)

v Robot ,,arm” (movement of the robot)

On the base of the international and national laws in
the case of any welding, manufacturing needs to observe
the Welding Safety Regulation requirements. This
regulation contains the rules for automated welding
workshop. Regulated the distance between the robot
standard and moving parts and the workshop walls, pillars

and other devices. On the workplace of the robot can stay
only the educated operator. To enter in the robot risk zone
to enter forbidden. The configuration of the robot environs
it needs to be suitable to observe these rules. In the robot
risk zone, only the robot maintainer staff can stay during
robot installation, calibration and maintenance. The
collaborative human worker needs to wear protective
clothes, gloves and helmer like in the case of manual
welding. The GMAW robot operator can serve and/or
collaborate in the work of the robot only in the dangerous
light separated area. The GMAW used electrical arc
dangerous light emission (ultraviolet (UV) and infrared
(IR)) depends on the welding parameters. The light
spectrums are shown in Fig. 2. between 750 nm to 400
nm. The visible light spectrums area for a human is
limited. Also, dangerous UV and IR lights are defined for
human eyes and skin.

The visible light spectrums for human

o3 10* 10* 10* 10' 10" 1w 107 10" 10% 10* 10° 10 % 10tV et oy gn -

Infrared uv X-Ray gamma  cosmic

alternating | middle v =
i Optical radiation

current | and Radic ¢ o0
Long Wave Wave

Figure 2. The visible light spectrums for human [19]

The operator and the GMAW robot can be working
together in the case of suitable air exchanging or air
ventilation. In the case of any alarm, the operator needs to
go to the assigned safe area [19].

B.  Safety of collaborative robots

The standard (“ISO/TS 15066 Robotics and robotic
devices - Collaborative robots,”) contain the safety
requirements for collaborative industrial robot systems
[20]. The standard declares four important safety-related
monitorable components of the collaborative human-robot
work. The most important two components are the “speed
and separation monitoring” in the human-robot
collaboration. Continuously needs to assure the safe
separation distance between the robot and human during
the collaborative work. The second two components are
the “power and force limiting” limiting the robot’s transfer
of pressures and forces onto the human body [21, 22].

Stop

Controld
movement

Eliminated
movement

Figure 3. The reaction of the robot in the case of foreign
object detection [9]
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The collaborative robot by several sensors
continuously monitoring of his work area. In the case of
the detection of any foreign object, it needs to respond to
the event. Fig. 3. shown some robot reaction in the case of
foreign object detection. The robot can react by light and
sound alarm (1) when detecting the unsuitable distance
between itself and the foreign object. In the case of
dangerous distance, the robot stops itself (2). The foreign
object (operator) can the movement pushing off (3). The
robot can react in the case of the foreign object detection
by to controlled collision eliminated movement (4).

IV. SAFE COLLABORATIVE GMAW ROBOT WORK AREA

On the base of the collaborative robot safety standard
and the risks of the GMAW it can recommend a safety
rule system for collaborative welder robots workplace
configuration.

The aim of the automatization for welding, to apply
the robots on the place of the manual welders. The robots
must work as a manual welder. The human has six senses
of monitoring the environ around himself. Human is
continuously deciding about his operation. Human will
not stop his welder task when any foreign object is
approaching his workplace.

A manual welder can be more dangerous than a robot
for foreign humans because he wants to do a quality
welded joint without any break because the welding task
requires determined length welding to manufacture a
suitable quality welded joint. It can’t use the speed, power
and force limitation in the welding manufacturing,
because any limits during the welding process cause
substandard product. This is the reason why it needs to
support the undisturbed welding time. Breaking in the
welding task cause unsuitable joint. It needs to configure
the welder robot workplace on the base of the (ISO)
regulation and support the welding quality availability.

The Asimov rules are suitable in robotics, robots can't
effect any damage to humans not even than the welded
joint will be unsuitable.

On the base of the robotics safety standards and the
welding process technicalities, it needs to prevent the
foreign human entering the welding zone. To support the
collaborative welder robot in its undisturbed working, it
can define risk zones. Fig. 4. The collaborative robot must
monitor not only its workplace but must monitoring also
the extended zone of its workplace.

The extended zone means a prevention zone. If the
robot detects any foreign object in the extended zone, it
can modify the foreign object movement with sound and
lighting call. Also, the robot can do a difference between a
foreign human or a foreign device entering. In the case of
a foreign device, the robot doesn’t need to stop its work,
because the heat, UV light, fume and spatterings are
usually not dangerous for technical devices or the
protection is solved.

To realize the monitoring of the robot environs, the
robot needs to use several sensors for a continuous
collection of environmental data. The robot operation will
spend on the collected and processed data. In the case of

any foreign object located in its workplace area will block
the operation.

In the case of a human infiltrator, the robot needs to
warn the human to leave the extended work zone. The
robot must control the human moving in the extended
zone and continuously warn in the case of the
approaching. Therefore the robot by sensors data needs to
differentiate human and device in its working area.

In the case of the continuous human approaching, on
the base of the measured average walking speed, the robot
can calculate the arrival time to the dangerous working
zone. Even that robot continuously warn the human about
his unsuitable, dangerous movement, the robot can
continuous its welding work to the arrival time to the
danger zone.

The moment that the human enters the danger zone,
the robot needs to stop welding to protect human safety.
During this process, the robot has a chance to wake the
human to modify the moving up to the entering for the
danger zone while the robot may finish the welding task.

Risk zones of the collaborative welder robot

Extended zone

Alarm zone

Welder robot

Figure 4. The collaborative welder robot risk zones

On the base of the visible light spectrum and danger
level of them, it can calculate a safe distance from the
emission source. The safelight distance is the distance
between the human and the light emission source (welding
arc) where the light intensity is enough low and can't
cause any damage for human eyes and skin. The most
dangerous lights are UV and IR.

Danger zone: the diameter of the danger zone Dp (m)
calculated from the robot maximal arm reach A; (m), the
safe light distance Lyy (m) and the safety coefficient Lg;
(m).

Dp=2*(Ar+Lyv+Ls) (m) (1)

Alarm zone: the diameter of the alarm zone D, (m)
calculated from the diameter of the danger zone Dp (m)
and the average human walking speed vy (m/s), the
reaction time tg (s) and safety coefficient Lg, (m).
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Da=Dp+ 2*(vy*tr+Ls,) (m) 2

Extended zone: the diameter of the extended zone Dg
(m) calculated from the diameter of alarm zone diameter
D, (m) and a safety coefficient Lg; (m).

Dg=Da+2*Lg; (m) 3)

The determined zones diameters depend on the robot
maximal arm reach Ap (m) because the safe UV light
distance Lyy (m) is constant.

V.

The collaborative robots developments supported by
the various sensors can enable the possibility of the
collaborative welder robot availability. The welding task
is metalworking where automatization facilitates and
speeding up the process. It would be a great advantage for
the industry if on the place of the human welder it can
apply collaborative welder robots.

CONCLUSIONS

It can conclude a rule, that it needs to keep out the
foreign human in the welding work. To realize this rule
the collaborative robot needs to recognize the foreign
human and use tools to keep out him to enter the
dangerous area.

In this work, authors determined the necessity of the
risk zones in the case of the collaborative welder robots. It
can conclude that the calculation of the risk zones
diameters depend on the maximal robot arm reach and the
human walking speed and reaction time.

One part of the research work focuses to determine the
safe (UV and IR) light distance and the safety coefficient
in the different zones. To realize this plan it needs to do
several tests in the industrial workplaces and analyse the
human-robot interactions.

The collaborative welder robots application on the
place of the manual welders will available soon, but to
assure the welding quality and also the safety of the
human co-workers needs to standardize the collaborative
welder robot environ configuration.
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Abstract - Since the beginning of use of CAD CAM software
and computers in particular in the processes of architectural
design and construction processes, the software has evolved
into more and more usable and presentable products.
Design as an activity to visualize ideas and concepts,
buildings as virtually formed objects are nowadays
presentable to the smallest detail and hence evaluated as
separate presentations of the articulated ideas. This process
has evolved into separate entities: the technical design is
used for construction and the visualisations and rendered
models as tools to present and decide for the variations of
the designed buildings in advance.

L

The tools for architectural design have altered in the
last century considerably. The development of drawing
tools and media was finished in the 1980es and the big
switch was made from physical to virtual since personal
computer was introduced into office practice.

INTRODUCTION

At the beginning of the CAD software popularisation,
in the end of 1980es, the things were limited to very
simple computer hardware with its limitations. Getting
from “graphic stations” to personal computer software,
affordable to design studios, used to analogue drawing
boards and rotring-to-transparent paper design, was a long
and winding road to step on. The first personal computer
approach to design studios was bound to DOS, simple text
editors like WordStar and simple table editors like Lotus
1-2-3.

The architectural design offices and students started
using CAD software with the beginning of the 1990es,
when the AutoCAD' [1], ArchiCAD? [2] and similar
programs were available for a reasonable price and for
moderately priced personal computers. A bit later some of
the offices started using Microstation® [3] and Nemetschek
Allplan, other used a modification of AutoCAD, known as
ACADBau, and they were running on pretty affordable
personal computers.

There are two basic differences on how someone
approach the architectural design. When architects use the
drawings as a derived, abstract tool of capturing the
building that is to be built and when the drawings are used
mainly to instruct the building site, then the computers

! A famous product by Autodesk Inc.,

2 A product by Graphisoft

3 Microstation became famous in urban planning due to its
ability to process complex large data, Bentley systems, Inc.,
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help the designers to produce almost the same drawings as
they would using the ink tools and paper. There is but a
difference to it: the alterations and changes to the
drawings are time consuming and quite un-elegant - ink
has to be removed, parts of the drawings cut away or
erased with a razor blade, then new drawing parts are to
be inserted. With the use of CAD software the drawing
alterations were done much easier - the designer changed,
erased and reconstructed parts of the drawing and the new
variatn was printed.

The first step of the CAD software use was done with
the knowledge that the designer had very little work when
the contractor wanted design changes. The second very
appealing function was that the software did a great job in
very simply adding the dimensions to a properly
constructed drawing. This was also done very neatly and
accurately. To conclude this observation about “getting
into the CAD process”, there are very similar reasons why
a designer converted to CAD constructor - it was much
simpler to start a way of creating and to alter drawings.

At this point, nobody realized that there is much more
to the process of creating the projects than merely creating
the drawings - and this is the most important difference
about architectural creativity: it is largely thought that
architects create drawings in order to instruct how the
buildings are constructed; during the last few decades this
is proved wrong - architects prepair the creation of
buildings using media as drawings and models.

II.  FROM 2D DRAWINGS TO 3D MODELS

A. CAD / CAM as not suitable environment for
architectural design

The great idea behind the creators of AutoCAD
software was that “everything that can be drawn, can also
be constructed”. As a follower of various geometric and
mathematic procedures, especially parallel projections, the
AutoCAD version of 1988 alreday operated as a
sophisticated tool for constructing proper and technically
fully adequate drawings.

The most interesting designs of that time included 3D
parallel projections of the St.Pauls’ Cathedral of London
and of the most expensive global vessel, the Space
Shuttle. Both of them were created using basic 3D design
tools (point, line), but with defined 3D attributes. The
fascination of rotating the before mentioned virtual
models caused hundreds of personal computers all over
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the world to crash on a daily basis. The models were
presented in two modes: as a “wireframe” and as “hidden
lines” model. To “hide lines” was a process of minutes.

Figure 1. Screenshot by AutoCad with the 3D model of Space Shuttle,

1985, (Screenshot by the author)

AutoCAD is still in use, it is a perfect tool for creating
2D drawings since its universal ability to connect the
various designers in the stage of constructing building
(electrical, mechanical, HVAC, fire prevention,
construction drawings). The development of creating 3D
models is overwhelming, the forms derived from
mathematical as well as from “organic” functions is
astonishing.

B.  Architects, 3D models, perspective views

The architects, designers of buildings, belong to a
bizarre kin of engineers. Although their drawings serve
the construction sites all over the world, one of the basic
activities for an architect is to persuade, to impress clients.

Almost all the clients want to know how the building
will look like in many details: will it correspond to their
needs, will it represent their image, will it be constructed
properly, will it meet their aesthetic standards. On the
other hand, many clients have almost no ability to picture
the building in their mind when seeing the design
drawings, they are unable to connect the floor plans,
sections and the facade drawings into a building in their
mind. Mostly the clients can understand how the building
is organized, how do the spaces, rooms and areas
correspond to each other, how the building is tailored,
what are the surfaces of the floors, but one cannot count
on them to absorb the drawings and create a virtual model
of it in their mind. That is exactly where personal
computers and architectural software comes handy.

How was it done in the old days? In sixteenth century,
the painters in Italy (it is disputed which church was
painted with it as the first) invented the “perspective”. The
human eye as a camera was studied and the perspective
projection was invented. Knowing that it is a geometric
procedure, beautiful, technical perspective drawings were
produced for big construction ventures as soon as the 18"
century. In France, a special occupation was defined, and
“monsieur Le Perspecteur” could produce a beautiful
perspective drawing of a new mansion literally overnight.
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Figure 2. A perspectivic drawing by Giovanni Battista Piranesi, 1720-
1778, Cut-away view of the interior of the Basilica of S. Paolo fuori
della Mura, 1749, Mount Holyoke College Art Museum,
https://sites.google.com/a/mtholyoke.edu/math-120-the-mathematics-of-
perspective-drawing/ Retrieved in October 2020.

The perspective projection is a part of the geometry
studies at every architectural faculty in the world. It was
only a question of time and effort to implement the
geometrical rules of creating a perspective drawing using
a smart software. The steps toward it were not in how to
instruct the machine to calculate it. The problem was to
teach the user that the perspective drawing is just a way to
look at a 3D model. The procedure of making proper
perspective drawings was hence to teach the users to think
and construct in models, not only to produce drawings. It
was achieved in the 1990es.

C. Model thinking

The first software that understood the constructional
way of imagining buildings, was the Graphisoft
ArchiCAD. Designed by a hungarian software company
that included architects in the making, the ArchiCAD
grew from the 1990es with many understandable novelties
in each major version upgrade. The design process for
architects was altered in the version 5.0 which introduced
automatic section generation. During the learning process
the ability to create models, not merely architectural
drawings, was pursued. The philosophy behind working
with the ArchiCAD software was pretty demanding: the
user should create finely defined 3D models and then use
them to cut or observe them. The procedure is so much
different than creating 2D drawings that some users never
used the ArchiCAD features to create models. The “model
thinking” powered the architectural presentation skills:
various tools were invented to alter the attributes of the
ArchiCAD models and the results were exquisite - the
models were fine adjusted in Artlantis* [4] rendering
engine and the rendered perspective views of the 3D
models were exquisite (it was the end of the 1990es). On
the other hand, AutoCAD also invented a slightly other
way of thinking: the 2D drawings were upgraded with the
third dimension and the models that were produced this
way, were transported to the 3D Studio’ [5] engine where
similar procedures (material finalisations) were applied
and renders were calculated.

4 Artlantis is a Abvent product since the 1990es
> 3d Studio and later 3DMax are Autodesk products
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Figure 3. A 3D shaded model of the “Urban alteration study of
Koroska cesta in Maribor Slovenia”, render by Marko Rozman,
(Komunaprojekt Maribor, 2003)

D. Model details and rendering procedures

Very soon, most architectural designers learned that
the power of detail is the real secret of the 3D model
quality. The models became very detailed and extremely
power, time and RAM consuming. Very simple models
were used for detailed urban plan presentations, but for
fine architectural presentations, very fine models were
developed. Hardware limits were pushed higher, but no
one was thinking of dealing with the basic problems. If the
models were detailed, the renders would take for hours.
There were engines that helped in optimizing time in the
rendering process but the models were still too
consuming. The main art of the presentation was to
develop a feeling of the future model use: the rough
models were presented in the architectural competitions,
the fine interior models were created to be applied in the
interior presentations and similar. Somehow, the models
failed to be realistic since the ability of the software was
not sufficient for large amount of data processed.

Figure 4. A render of the “Duplek sports hall”, render by Marko
Rozman, Andrej Smid and Nejc Gonza 2019 (Arhitekt Smid, 2019)

It became clear that there is no CAD software that
could help the user in all the various fields of architectural
design, from creating 3D models to producing shop
drawings and similar. Many of the powerful tools could
do much of the needed, but there was no product that
could serve all the needs. Creating 3D models and
rendering them, creating short animations was one part of
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the architectural design and drawing plans and other
drawings was quite something different.

These two productions were soon to be separated and
the “monsieur le perspecteur” occupation was reborn.

In the process of architectural design two capital steps
were achieved: to differ between the presentation skills
and the construction drawings production. The two have
been separated in order to fulfil the modus operandi of the
building site on one hand and to respect the presentation
procedures on the other. It seems that the software
developers followed this separation. Today it is
unthinkable that an office would produce shop drawings
for the building site that are not perfect construction
drawings. If sometimes a 3D presentation is brought to
explain construction procedures, it is considered
inadequate. Construction engineers at the site understand
the drawings and are fully acquainted with the process of
adding layers to the construction so the drawings have to
show them this distinction between the construction
elements and the layers added to it.

On the other hand, the clients care less for the
construction procedures - they crave to see the “final
outcome” of the building and are merely uninterested for
the procedures that lead to it.
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Figure 5. A cut away 3D model of the “Cineplexx Ljubljana concept
design”, render by Marko Rozman (Arhitekt Andrej Smid, 2014)

For a better understanding of the outcome even the
building site permit procedure is set up to include a
“spatial presentation” of the building so the clerks can
imagine what they are looking at and issuing a permit.

The model design achieved a new level with products
that were launched a decade ago, especially the SketchUp®
[6] software with its simplicity towards inexperienced
users. Producing a model from simple volumes and using
its wonderful presentation potential was a new step in
presenting the architectural concepts to the client.

E. Separate presentations and new media

A very usable and affordable presentation media has
occured a decade ago when the 3D printing devices
became widely produced. Printing an architectural model
using a thin filament was just the final step to present a 3D
virtual model in a plastic form. Although time consuming,
the 3D prints are the final step to present the architectural
solutions in a (literally) handy manner.

6 Created by @last software
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When looking for a tool to produce shop drawings and
to interchange them with other engineering coworkers,
there are numerous software products that meet the needs
since three decades. All of them are capable to produce
decent drawings and there is hardly any need or intention
of making them any better.

There are considerable changes in the 3D model
productions in the last decade that cannot pass
unmentioned. One is the production of more sophisticated
models using new rendering engines and using a new
approach to real time rendering and the other is the
connection of the model to the future building

management.

Figure 6. A presentation render of the renovation of the Slovenian
national parliament small assemyly hall, render Py Nejc Gonza, Marko
Rozman and Andrej Smid (Arhitekt Smid, 2019)

When 3D model of the building is used for an
architectural presentation, there are two ways to go: until a
decade ago the viewpoints were chosen and perspective
views were calculated (rendered) so the final product was
a perspective graphic of photographic quality which was
considered (for a client) a well presented building from
different angles. The use of a model was therefore limited
to rendering a couple of views. In the last decade, new
software products were developed with a completely new
approach to 3D models: since they use calculation and
rendering engines, borrowed from the simulation games,
the movements of the models are run smoothly and the
model rotations and view creations are quick.

The real time “passing through” the 3D model is so
appealing that the recent versions of software products
like Lumion’ [7] or Twin motion® [8[ are being used by
the clients to “visit” the virtual building and exploring
every area in it. Of course the software producers invented
the lighter version, the “viewers” for the wide range of
users. The appealing power of the “model visits” makes
an architectural presentation individual for the user - it is
no show anymore, the virtual building is explored by the
client in an intimate manner and is similar to playing a
simulation game. The presentations of the model often end
in clients commands like “please go back into the main
hall and turn right so we can see the view to the patio” -
not to mention the presentations of the final materials:
clients can choose between them, some production
facilities working with wood or stone are practising huge
scans of the real materials to be inserted in the final

" Developed by Act-3D company
8 Developed by Epic Games Inc
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presentation models so perfect final simulations can be
presented.

Figure 7. A render for the "Moto nautika" shop in Miklavz, Slovenia, a
simple sketch for the investor, based on the streetview graphic data.
Architecture and render Marko Rozman (Arhitekt Smid, 2018)

The final connection of the future building was
achieved through planning of all the technical facilities
and devices in the future construction. All the lights,
heating systems, windows, doors, entrance controls,
loudspeakers and similar were joined in an intelligent
system, known as BIM (Building information modelling).
The architectural, construction and installations planning
was upgraded in a way that the 3D model contents
complete data and information about all the elements of
the various systems. The BIM model is then used even
after the building is completed to smartly manage its
subsystems (heating, lighting, HVAC, sun shading, access
control, elevators and similar). BIM planning and
management was made possible with 3D modelling of the
buildings and has been achieving great results for
corporate users of new buildings.

Figure 8. A presentation render for a planned building in a highly
conserved area of Maribor, Slovenia (Arhitekt Smid, 2018)

I1I.

A new age has begun. The architects started to develop
their projects using software for 3D modelling and the
clients embraced it. The procedures of architectural design
have been completely altered in the last three decades. The
software, developed through this time has altered the way
of thinking.

The presentation and production were separated and
the architects were equipped with powerful tools to
express their knowledge and their ideas.

CONCLUSION

Hopefully this is not the end of the journey. The power
of inventing and conceiving new ideas has not been
limited - we are empowered to pursue them with adequate
software support.
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Abstract — The concept of Internet-of-Things (I0T) requires
the connection of heterogeneous devices with the goal of
offering improved services for the users. One of the main
directions in this domain is the development of Home
Automation (HA) applications. This implies monitoring and
controlling of different home appliances by taking into
consideration IoT-specific communication technologies. Our
paper presents the development of a Smart Terrarium in
the context of HA user-centric applications.

L

The “Smart City — Smart Home” paradigm is one of
the central technological developments in the present
society. This trend is based on the concept of Internet-of-
Things (IoT) in which different classical objects (called
things) are communicating between themselves in order to
transmit data coming from a large number of sensors. The
computing power is partially realized onto all these
devices, therefore the edge computing approach coming
into place.

INTRODUCTION

The IoT-based smart home implementations have
become a noticeable area of research [1]. The state-of-the-
art scientific literature, but also industrial approaches
focus on two main directions: smart home applications
development and solving issues into the standards,
communication  protocols, but also human-
communication interfaces [2].

This paper is proposing a low-cost architecture in
order to implement a Smart Terrarium (ST). Our project
lies in the category of Home Automation (HA)
applications, being part of the smart home paradigm. The
problems we are trying to address are as follow:

e How can a user grow plants in an environment
that is not well suited for them because of bad

lighting or humidity?

How can the user monitor the health of the plants
with real time sensor data such as temperature, air
humidity, soil humidity, soil Ph and so on?

How could a ST system ensure that the user’s
plants get the required amount of water?

How could a ST system ensure that the plants
remain healthy?

Home automation is a largely fragmented industry
with standards being under development. Even so, the
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industry is rapidly expanding with the market size
projected to be around $114 billion by 2025 [3].
Nowadays there are different home automation systems
already implemented. These systems help people to
control their houses easily and to secure them. Basically
the user can control the lights, climate and the home
security system by an application on mobile or tablet.
Such kind of systems can be expensive. First, we should
buy necessary equipment for manage the lights in the
house, for example the Philips Hue starter pack costs
about $200 and additional bulbs are $60 each. When we
are talking about the climate control the most used and
popular device is the Nest Learning Thermostat, its price
being around $250 and a smart air conditioner is about
$280, the most popular is Aros Smart Air Conditioner. At
the security system the market offers Dropcam Pro
Security Camera, which is one of the best-selling products
in the smart home security category, its price being about
$200. The total amount for such a system would be around
1000$. Therefore our aim is to build a low-cost solution
for the ST.

The rest of the paper is structured as follows: section 11
will present previous work. Section III will discuss the
proposed architecture and obtained results, while section
IV will highlight conclusions and future work.

II.

The problem of low-cost solutions for smart home
applications has been previously addressed into the
scientific literature. In [4] is presented an architecture
based on STM32F407 microcontroller which is reducing
the energy from a smart home with 40%. The core board
of this project is a Mikromedia 7 Board and this has been
implemented in Timisoara, Romania. In [5], the user
interface of a home automation solution is offered via a
mobile applications. This project is using Google
assistance for voice command. The home appliance
devices are commanded by a Node MCU V3 ESP8266
board. Different types of testing techniques have been
used in order to demonstrate the correct functioning of this
solution. The low-cost scenario in home automation has
been addressed in [6] based on power line communication,
by using Cypress CYS8CPLCI10. This is an integrated
power line communication chip which embeds both a
PHY modem and a network protocol stack. A detailed
implementation of a smart home is presented in [6] by
presenting a scale model that represents a smart home. In

PREVIOUS WORK
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Figure 1. Hardware architecture of the Smart Terrarium

[7] we can find a home automation application for people
in developing countries, while in [8] the problem of
mobile user interface has been addressed in the context of
a smart task scheduling technique.

III.  PROPOSED SOLUTION

A.  Hardware Implementation

The hardware implementation of the Smart Terrarium
solution is based on RaspberryPi 3 model B version 1.2,
being presented in Figure 1. The 4 channel relay module is
fundamental to our application as it will allow us to
programmatically control four different high current
appliances. The module’s 4 inputs will be connected to the
Raspberry Pi’s GPIO pins thus allowing us to control
whether the relays are turned on or off depending on the
signal value that we send from the Raspberry Pi’s
connected pins. The module offers two different
functioning modes for the relay outputs:

Normally Closed (NC) - The normally closed
functioning mode does not require an input signal
in order to close the circuit, thus anything
connected to the NC port will automatically
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receive power whenever there is power in the
circuit. This functioning mode is ideal for
supplying power back to our Raspberry Pi, as it
does not require input signal to function.

Normally Open (NO) - The normally open
functioning mode requires a high input signal in
order to close the circuit and thus provide power.
We will be using this functioning mode to supply
power to the LEDs, water pump and cooling
system.

Taking advantage of the NC, NO functioning modes
we will design our circuit in order to have one supply for
the microcontroller and 3 other for the equipment we will
be controlling.

For the terrarium’s watering system we will be using a
3-6V DC powered submersible micro water pump. The
pump in question features: DC Voltage: 2.5-6V;
Maximum lift: 40-110cm; Outside diameter of water
outlet: 7.5mm; Inside diameter of water outlet: 4.7mm;
Diameter: approx. 24mm; Length: approx. 45mm; Height:
approx. 33mm. We will require a 220V AC to 5V DC to
power our pump from our 4 channel relay, as we are
running 220V AC. We will also require an irrigation
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system in order to distribute water properly through our
terrarium and we will be using a dripping micro irrigation
system. The pump will reside in a water filled container
and when powered on push water through to our irrigation
system.

In order to provide the required light for growing
plants we will need a full spectrum lamp that can provide
the appropriate Red / Blue colors as well as UV and IR
colors. For our projects we will be using a LED lamp that
features: 67 pieces red (620-630nm, 655-660nm); 15
pieces blue (440-450nm, 450-460nm); 8 pieces Warm
White (3500k - 4000k); 8 pieces White (6000k); 1 pieces
IR (730nm); 1 pieces UV (380-410nm). The lamp will
also require a 220V AC to 50-60V DC converter in order
to be powered.

For our temperature and air humidity sensor we will be
using an AM2302 sensor from Adafruit. The AM2302 is a
wired version of the DHT22, in a large plastic body. It is a
basic, low-cost digital temperature and humidity sensor. It
uses a capacitive humidity sensor and a thermistor to
measure the surrounding air, and spits out a digital signal
on the data pin (no analog input pins needed). It’s fairly
simple to use, but requires careful timing to grab data. The
only real downside of this sensor is the fact that the user
can only get new data from it once every 2 seconds, so
sensor readings can be up to 2 seconds old.

Figure 2. Terrarium Components Box

Our environment will require a (mostly) enclosed
container that will be able to hold all our electronics
components in a compartment separate from the one
which will hold our soil and plants. A custom made
acrylic sheet terrarium will be used for this project,
although a glass terrarium could work as well. The main
body of the terrarium is built from 5 transparent acrylic
sheets made out of Smm thick acrylic sheets with a size of
W:800mm x L:450mm and H:450mm. Additionally we
will have a custom made box that will act as our cover for
the terrarium, which will hold all of our electrical and
electronics components, as well as having proper airways
for cooling.
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B.  Software Architecture

The client-server application over LAN of our project
is presented in Figure 3.

Figure 3. Client - Server application over LAN

In this project we will be using Node.js to turn our
Raspberry Pi into a simple but powerful Web Server that
will be accessible to any of the devices connected to the
same network as the Raspberry Pi. The intent is to
implement a simple RESTful API that will allow a client
device to interact with the Raspberry Pi’s inputs and
outputs. To power up our Node server we will also be
using the Express framework for NodeJS, which will add
a thin layer of fundamental web application features and
provide us with all the needed tools to create a robust API.
An example flow that we are trying to achieve would look
like this:

e Raspberry Pi is connected to the network with an

IP address such as 192.168.1.131

NodelS is installed on the Raspberry and
listening on port 3000

A request is received on port 3000: POST
http://192.168.1.131:3000/set/lights/on

NodelS will request the execution of a Python
script that turns on the input connected to one of
the relays where the lights power source is
connected

e  Lights are turned on.

For our client application we require a cross platform
solution that will be able to interact with our RaspberryPi
web server and perform simple HTTP requests. For this
reason we have chosen to work with React Native. React
Native is a framework for cross-platform mobile app
development for iOS and Android, developed by
Facebook and first released in 2015. To help us quickly
get started and have a cross platform compatible mobile
application we will specifically be using the Expo
framework. The mobile application use cases diagram are
presented in Figure 4. As we can see in the diagram there
are 6 main activities that the user can perform while
interacting with our application.

o Configure WiFi activity: This activity can only
happen when the Smart Terrarium is first
configured, or when the WiFi network has
changed. In this activity the user is required to
connect to the WiFi access point created by the

Smart Terrarium and then provide it with a SSID
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and passkey, so that the Smart Terrarium can in
turn connect to the local area network.

Configure WiFi

<<includes >>

Automate Lights
Toggle Water On/Off

<< includes >>

Automate Water

Smart Terrarium

Figure 4. Application Use Cases Diagram

Toggle Lights/Water On/Off: The toggle activity
is the most basic activity that the application
provides and it offers the user the ability to turn
either the lights or the water on or off by simply
touching a button from within their mobile
application. In other words the mobile device
becomes a power switch for the terrarium lights or
water.

Schedule Lights/Water: The Schedule activity
provides full automation of the lights & water
systems of the terrarium. This setting will enable
the setting of (daily) time ranges in which the
lights/water of the terrarium will turn on, and of
course turn themselves back off when the time
range has finished.

View temperature & humidity: The user wants to
see the temperature & humidity data of the Smart
Terrarium so the use only needs to open the
application. The latest data is shown and
automatically refreshed every 60s with new data.
Additionally the user can force an update of data
by pressing the “sync now” button.

A very important feature of the application is that of
the automation process in the entire project. We could, for
example, want to schedule a daily watering task, or tell
our Smart Terrarium how much light a day the plants
should receive. A client could make a request to turn the
lights on every day starting at 8:00PM for a duration of 12
hours. Or we could have a daily watering task that tells
our terrarium to start the watering pump each day at
2:00PM for a total of 10 minutes.

In order to do that we will need a data store to be able
to memorize our scheduled tasks and ensure they are not
lost on a power outage, and additionally we will need a
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background process that will continuously check any
scheduled tasks against the current time and run them
when appropriate.

Redis
Database

READ SCHEDULED
TASKS

EVERY 80 SECONDS

Node
senver

DO NOTHING

o N
PIN OFF|
G

NO

PIN ON

Figure 5. Executing Scheduled Tasks Diagram

In order to execute the scheduled automated tasks, we
will be using the javascript setlnterval() method which is
also supported by NodeJS. This function will accept a
delay and a callback as parameters and will execute the
callback every delay milliseconds. Thus we will create a
function that will check the current time, compare it to any
scheduled tasks time stored in Redis and execute the task
at the appropriate time.

IV. OBTAINED RESULTS

One of the main directions of this solution is to obtain
a low-cost Smart Terrarium. This has been obtained by the
price of the used components, which is approximately a
total of 100$. The mobile application developed for the
project is presented in Figure 6.

Figure 6. Mobile application interface

The test cases which were developed for the system,
shows that the project has achieved the following
statistics, which indicates a very high coverage:

e 87,5% code coverage for all statements
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e 92.31% code coverage for all branches

e 100% code coverage for all functions

e 100% code coverage for all lines.

The goal of the unit test developed is to cover as much
of the code as possible - this way we can be certain when
deploying new features that all our present features are
still functioning correctly. We are aiming for an above
80% coverage of all our code.

V. CONCLUSION AND FUTURE WORK

The present article underlines a Smart Terrarium
solution in the context of Home Automation applications.
The Smart Terrarium project is an ongoing project, being
highly scalable as well as flexible, and can be turned into a
smart grow box or expanded to a larger scale growing
environment.

The project is scalable and allows for a large number
of expansions and optimizations from a hardware and
software point of view. A number of additional sensors
and components could be added to the terrarium in order
to increase its versatility such as:

e A sensor for measuring soil humidity

A sensor to measure soil acidity

A sensor to measure the quality of light received
(lumen)

A sensor to measure the amount of UV light
received

A video camera with which we could stream the
contents of our terrarium and have constant
supervision.

Additionally as far as the LED lighting goes a new
type of LED has recently been developed that could have
a very positive impact on the project: the driverless COB
LED. COB, which stands for chip on board, is a circuit
which contains multiple diodes (9 or more) with only 1
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circuit and 2 contacts. COB LEDs are far more energy
efficient and provide a far better lumen per watt ratio, and
additionally the driverless versions allow us to connect the
LED directly to 220AC power, without the need of an
intermediate transformer.
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Abstract - This research paper is the result of investigations
of the authors under a cooperation during a final thesis
preparation period. One can find an analysis of the two
most popular video calling applications, WhatsApp and
Messenger, herein on an Android device, mainly focusing on
their power consumption, CPU utilization and memory
usage of the device during a video call based on real life
scenarios considering the distance, duration and other
observable attributes of the video call according to the
relation of the person spoken with and the number of
applications running in the background during a video call.
Or, without any background applications running. The
analysis found that WhatsApp was better performing at
handling CPU utilization and battery consumption, but it
used relatively more system memory compared to that of
Messenger.

L.

The reason why we chose to analyze video calling
applications is because video calling has become the most
prevalent form of communication. This can be seen in
these trying times of mass pandemic. The scenarios were
chosen according to how we normally communicate with
our friends or family, which we assume to be the same
with everyone.

INTRODUCTION

Mobile devices get the energy required for their
operation from batteries, in the case of many smartphones
nowadays battery size is severely restricted due to weight
and size restrictions. This implies that the energy
efficiency of these devices should be taken into
consideration. A core requirement of efficient
management of energy is a good understanding of
where and how the energy is used, how much of the
system’s energy is consumed by which parts of the system
and under what circumstances like on an ongoing video
call vs. on normal usage. The processor is the next main
thing needed in a smartphone to process and carry out all
the functions used in a smartphone, like listening to music,
watching videos, web browsing, communicating, taking
pictures and videos, etc. The focus on this research is to
compare battery, memory usage and CPU utilization of
the device under test during a video call on selected
Android applications that is WhatsApp and Facebook’s
Messenger. Our approach is to measure the average power
consumption, average CPU utilization and average system

This work has been supported by the KEGA grant No. 053TUKE-
4/2019: “Learning Software Engineering via Continues Challenges and
Competitions”.
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memory usage of a modern mobile device, the Samsung
S10 Plus mobile phone, under a wide range of realistic
usage scenarios. The scenarios in this analysis are based
on how people communicate on a video call with friends,
family, and for business related reasons. The scenarios
were chosen considering how long people communicate
on a video call, how far apart the persons on the video call
are and the time at which the video call was made. For
example, a person calling his parents tends to speak less
on a video call than to his friends while a business video
call lasts according to the work requirement.

IL.

There are many video calling applications for Android
that provide an interface for more than just video calling.
Apps like HouseParty allow you to play games and share
your screen with your friends on a video call, with
Messenger also implementing this feature recently shows
the popularity of these applications. There are also video
calling applications which many people use only for
gaming or community building and discussions on
applications like Discord which is really popular for
gaming where users can create their own rooms called
servers and add their friends for communication on the
background during gameplay and it also lets you stream
while you are playing, it also lets you create bots using the
discord.js package where users can code the bots to
control the users in a room based on the rules of it
automatically and paid users also get better quality video
streaming and many other features. Another video calling
application that is popular nowadays is Google Duo which
has a feature where you can see the caller before you pick
up if they have activated the feature and also it is great for
video conferencing as it allows 12 participants at once for
an unlimited time, while another application Zoom allows
100 participants at once but for a limited period of 40
Minutes for free users.

RELATED WORK

People have characterized these applications for
various uses based on their functionality. E.g. WhatsApp,
Messenger, Google Duo etc. are mainly used for daily
communication, group studies or for business related
work, while apps like HouseParty and Discord are used
for entertainment and fun, and apps like Zoom are mainly
used for business conferences and large meetings. The
applications used for this analysis are WhatsApp and
Messenger, although there are many other video calling
applications the reason, we chose WhatsApp and
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Messenger was because they are our personal favorites,
also being common among all friends and family. They
have been downloaded over a billion times just on play
store with WhatsApp having more than 5 billion
downloads and Messenger having over 1 billion
downloads of course other video calling applications like
Google Duo, Skype and IMO have over a billion
downloads, but the most used applications are WhatsApp
and Messenger as they are not only good for video calling
but for audio calling, text messaging, sharing files,
pictures and videos too.

The Performance analysis tool used in this analysis is
the Qualcomm Snapdragon profiler. It can be downloaded
for free by anyone by creating an account on Qualcomm’s
developer website. Snapdragon profiler has many features
for analyzing many data metrics of the device in real-time.
It also has trace capture mode which can be used to
visualize kernel and system events to analyze low-level
system events, Snapdragon profiler’s interface itself is
very simple and easy to use as Qualcomm provides a very
good and instructive user guide [15] which is why we
chose this tool for performance analysis of WhatsApp and
Messenger. There are also other profilers like Android
profiler which is integrated into the Android studio and it
has similar features to that of the Snapdragon profiler.
Android profiler also has features like Identifying CPU
hotspots, profiling the apps layout with the hierarchy [19]
but the documentation and user guides of this profiler
were not detailed and hence was hard to understand. There
are also mobile applications for profiling applications like
the Trepn Profiler which can be downloaded for free from
the play store, it can analyze many data metrics of the
device in real-time and overlay the data on any app or the
home screen, it also has different modes like Preset mode
which has preset profiles for easier use and Advanced
mode which can be used to customize overlays and also
select data points[20]. But the overlay option clutters your
mobile screen and interrupts your video call which is quite
disturbing during a video call and also on mobile devices
if you have to start or pause profiling you have to switch
applications during a scenario which might impact the
data metrics.

In the paper [3], authors state that communication has
changed a lot for the new generations and are proposing
an all in one application with features like in app games,
shopping, listening to music and many more. Present IM
applications have advantages over SMS like providing a
confirmation if the recipient has read the message and
apps like snapchat have a feature that allows users to send
temporary messages which will disappear after a certain
time if it is not saved by either the sender or the receiver,
Telegram another application also provides high security
by encryption and self-destructing messages. Along with
these features, apps can be designed to be able to handle
and solve the major issues of the Health in the country.
The author thinks that WhatsApp family apps are widely
successful but there could be more improvements in these
apps, and they provide the list of features along with the
explanation that the new proposed app will have.

The paper [4] attempts to identify the different
learning preferences by the students by analyzing the
WhatsApp conversations among them and also tries to
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answer whether students prefer to take part in a
conversation group for learning, and how many students
would stay in the group just to read conversations by the
people in the group. This paper shows the advantages of
Instant messengers like WhatsApp and Messenger that
despite the factors such as geographical differences hinder
group work, students are able to interact with their
classmates and lecturers. It also shows the disadvantages
of online discussions where it lacks the flow of dialogue,
facial expressions and hand gestures that is usual in a face-
to-face interaction and some students preferred face-to-
face format over online discussions. I. Smit concluded that
IM application like WhatsApp can be used as a powerful
tool to help students in their studies assessments.

In the paper [5], the group of authors investigates
group-based communication and how it has changed the
way people communicate. This paper analyses the
implications and usage of group-based communications
the authors conducted a survey based on group
communications on the campus of University of
Wiirzburg, Germany. It compared the usage of WhatsApp
to SMS and the survey showed that WhatsApp is preferred
over SMS and students used it at least once in a day and
on average they had 10 group chats this shows that group
chat feature is popular among every WhatsApp user. In
this paper they also showed that how group-based
communication can change the activity patterns of many
users and the evolution of the communication towards
group-based communication from one to one
communication and how it has been progressing.
WhatsApp has become a main application for group
communications worldwide, this analysis helps to better
cope with the network demands by designing the novel
traffic management by modelling and simulating the
communication in groups.

Paper [6] analyzes the importance of IM messengers
like WhatsApp to improve business opportunities for
street vendors by conducting in-depth interview with the
street vendors to gain knowledge about how social media
applications helps to grow their businesses. The analysis
found that group-based communication and awareness
through WhatsApp helped in the growth of their business
and also was helpful in getting feedback from their
customers which helped in boosting their confidence.
They could reach a large number of people all at once just
by spending a small budget on internet connections
compared to the high cost of commercial advertisements.
It also discusses the performance and popularity of
WhatsApp throughout the world.

Authors of [8] try to implement a security system with
the interface of a doorbell and WhatsApp application via a
mobile phone connected through Bluetooth technology.
Through this setup an authorized person can be notified of
a visitor to his place on the web through the camera of the
mobile phone from anywhere, which can greatly decrease
the crimes done with old people at home, can keep track
of visitors in the absence of family members and it is also
cost effective. This paper shows the vital role of
embedded system in Security systems.

Authors of [14] analyze the performance of the
WhatsApp and skype and their comparison in terms of the
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data usage/consumption when sending the messages. For
analyzing the setup an experimental test bed to measure
the VoIP call quality of both Skype and WhatsApp and
their data consumption performance. Through their
findings through the experimental scenario they concluded
that WhatsApp is a more suitable and reliable app than
Skype in terms of making VoIP calls and sending
messages.

The paper [13] presents a web-based tool named
“WhatsAnalyzer” which can be used to collect and
analyze the chat history of the mobile messaging
application WhatsApp. To access the chat data, chat
histories are extracted in WhatsApp and then sent by
email to WhatsAnalyzer. While authors of [10] investigate
the cybercriminals with the help of sniffing techniques
and network forensic and purposes a packet filter
framework to WhatsApp communication pattern to
identify criminals. They propose a rule extraction method
in sniffing packets to retrieve relevant attributes. This
paper will be helpful in modern call record analysis and
assist in LEAs to prosecute cybercriminals and bring them
to justice.

Authors of [11] analyze the performance of the
WhatsApp and presents a case study of quantitative data
with disruptive statistics regarding the perception of
WhatsApp usage of students in two design-based
modules. According to the surveys conducted, the author
concluded that students' perception of WhatsApp's
advantages is collaboration between students and
lecturers, better communication, enhanced motivation, and
better academic performance, and the role of WhatsApp
usage towards the design-based modules. The Authors
concluded that WhatsApp is an extremely powerful tool in
education that helps in better collaboration.

In the paper [1] they discuss the importance of a
secure private instant messenger. The authors of this paper
discuss how secure data transmission is extremely
important and how it can only be ensured through a secure
and private Instant messenger. Most of the instant
messengers do not encrypt network traffic, which
increases the risk of infected files, eavesdropping, identity
theft, account hijacking and the loss of confidential matter
which users is not dangerous, but in this age where the
hackers are getting extremely sophisticated, it is extremely
risky for safe and smooth performance of Instant
messengers. This paper also discusses the architecture of a
secure instant messenger. The National Institute of
Standards and Technology has created several
cryptographic hash functions and one of them is a secure
hash algorithm (SHA). SHA is used for text encryption
which ensures a secure information transmission between
sender and recipient. This paper suggests that secure IM is
essential for better communication and through the
hashing algorithm we can make it more secure than any
other algorithm it also shows the example of
implementing a hash function and through its results it is
proved that conversations can be secured through hash
algorithms and its applications in LAN conversations.

Paper [2] is the analysis of the traffic of two instant
messaging systems AOL Instant Messenger and
MSN/Windows Live Messenger. They found out that chat
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messages constitute only a small percentage of IM traffic
and most of the traffic is extraneous. Their analysis sheds
light on IM system designs and optimization which
provides a scientific basis for instant messaging workload
generation. For example, out of the twenty IM users
interviewed they found out that IMs are usually used for
negotiation in co-workers availability who may then
switch to a different media for complex discussions and
from the study of IM usage from sixteen teenagers they
found different social behaviors between high school and
college students. According to this paper’s authors
understanding the instant messaging traffic characteristics
is very important to understand the workload generation
and system design.

The authors of [7] conducted a digital forensic
investigation and provided the results to help the
investigator or analysts to read and reconstruct the
chronology of messages that are created by the users. For
this investigation they choose the six different scenarios
and based on them presented the digital forensic
investigation of private and normal chats with Line,
KakaoTalk, and Telegram social messenger application on
the android devices. They presented the essential
correlation between the database files, captured packets
and files, and logs, and all of them can be used for digital
evidence. Through their list of guidelines, analysts will be
able to detect and catch cybercriminals related to these
three messengers.

D. R. Vukovic and 1. M. Dujlovic mention in [9] the
use of bots in Messenger, how they will greatly help in the
growth of business. According to this paper, there are only
about 2% of bots in the finance sector. Bots can be used to
assist the user while shopping, reserving a flight ticket by
showing items related to the brought product. The author
implemented a bot through the free development
automated tool for the bank and named it pseudo bank bot
to present the advantages and disadvantages of using
Facebook bots for business. The author stated that in the
future Facebook bots can be of extreme importance in the
finance sector and helps in connecting with users easily
which can reduce the cost of customer support.

I1I.

Our approach to analyzing video calling on two
different applications on an Android device is to take
power consumption, CPU utilization, system memory
usage parameters and to carry out five different kinds of
scenarios on each application with each scenario being
very similar on both the applications, so as to compare the
results between them. The scenarios were conducted on a
number of runs to calculate the average data which is put
into the final results table and the type of scenarios were
chosen after collecting some data from our friends like,
how many background applications are usually open on
their device during a video call, the duration of the video
call depending on the relation with the person on the video
call and the distance of the video call.

CASE STUDY

A. Scenarios

Scenario 1 on both the applications is a very short
distance video call of about 1.5 km with no other
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FIGURE 1. THE GENERIC MODEL OF THE MEASUREMENT METHOD

background applications running conducted for 4 min and
52 sec.

Scenario 2 is a long-distance video call of about 6,481
km to Bangalore, India with no other background
applications running conducted for 4 min and 52 sec. This
video call was conducted for the same length of scenario 1
to check the impact of distance on the data utilization of
the device.

Scenario 3 video call was conducted for 6 min and 28
sec with 4 other background applications (YouTube, Call
of Duty, PUBG/PlayerUnknown's Battlegrounds and
Google Maps) running in the background.

Scenario 4 video call was conducted for 15 min and 30
sec, more than double the length of scenario 3, to check
the impact of time on the data utilization of the device
with 4 background applications similar to scenario 3
running in the background.

Scenario 5 is a group video call conducted for 25 min
and 10 sec with two other people in the group with 3 other
background applications (Facebook, Instagram and
Snapchat) running in the background.

B. Method

To analyze the data on the device during video calls on
the chosen applications on an Android device the device
had to be connected to a profiler, in this case we used the
Qualcomm profiler [15] because it was very simple and
easy to connect. After connecting the device to the profiler
and launching the applications on the profiler the initial
data on the chosen parameters i.e. battery percentage,
memory consumption and CPU utilization were recorded
on launching the applications before starting the video call
(see Fig. 1). Then, the parameters were recorded again
during the video call to check how the data changed when
the application was idle and during a video call.

For our analysis, we had to set up the measurement
details as presented in Fig. 2. There are three elements to

the setup: the device under test, a profiler, and a host
computer. After enabling USB debugging under developer
settings of the device and downloading ADB tools and
Snapdragon profiler, the device can be either connected to
the profiler through the host computer via the USB cable
or wirelessly

C. Devices

The physical device in our study was a Samsung
Galaxy S10+ smartphone, its details follow.
e CPU: Octa-core (2x2.73 GHz Mongoose M4 &
2x2.31 GHz Cortex-A75 & 4x1.95 GHz Cortex-
AS55) - EMEA/LATAM

e RAM: 8GB
e  OS: Android 9.0 (pie) One UI
e GPU: Mali-G76 MP12 - EMEA/LATAM

D. Data collection

The scenarios were carried out on both applications
using Qualcomm Snapdragon profiler to get the maximum
CPU utilization and maximum memory usage by the
application in different scenarios. For all the scenarios the

-
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FIGURE 2. DETAILED EXPERIMENTAL SETUP
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device was wirelessly connected to the Snapdragon
profiler through the host computer. The battery consumed
was monitored on the battery usage by apps section of the
device in settings and also by manually checking the
battery percentage. Four runs were conducted similarly on
every scenario and its data was put into the table. Every
scenario got calculated the average data and the average
data was put into the final results table used for
comparison.

IV. RESULTS AND DISCUSSION

For Scenario 1 on Messenger application a very short
distance video call of about 1.5 Km was made for 4
minutes and 52 seconds with no other background
applications running. When the application was first
launched, the CPU utilization was 5.13% and the memory
usage by the application was 418.04 MB. During the
video call, the CPU utilization increased to a maximum of
46.15% while the memory usage increased to a maximum
of 3.07 GB. The battery usage by the application was
2.4%. Table 1 shows Scenario 1 conducted similarly on a
number of runs to calculate the average data. On run 3 a
check was done to see if there were any changes in the
data by turning the camera off and muting audio at
separate intervals and there were no noticeable changes
due to it. In the case of WhatsApp, when the application
was launched the CPU utilization was 4.5% and the
memory usage by the application was 3.0 GB. During the
video call the CPU utilization increased to a maximum of
26.32% while the memory usage increased to a maximum
of 3.87 GB and the battery usage by the application was
1.6%. Table 2 shows Scenario 1 conducted on WhatsApp
similarly on a number of runs to calculate the average
data. On run 3 a check was done to see if there were any
changes in the data by turning the camera off and muting
audio at separate intervals. Muting and unmuting audio
did not have any noticeable changes in the data but when
the camera was turned off the memory usage decreased
from 4.07 GB to 4.00 GB while there was no noticeable
change in the CPU utilization. When the camera was
turned back on the memory usage increased from 4.00 GB
to 4.05 GB. It is a significant difference to the results of
Messenger measurements in this scenario.

For scenario 2 on Messenger application a very long-
distance video call of about 6,481 Km to Bangalore, India
was made for 4 minutes and 52 seconds with no other
background applications running. When the application
was launched the CPU utilization was 2.43% and the
memory usage by the application was 15.23 MB, during
the video call the CPU utilization increased to a maximum
of 45.00% while the memory usage increased to a
maximum of 4.25 GB and the battery usage by the
application was 3.6%. Table 3 shows Scenario 2
conducted similarly on a number of runs to calculate the
average data. When the WhatsApp application was
launched the CPU utilization was 2.5% and the memory
usage by the application was 3.56 GB, during the video
call the CPU utilization increased to a maximum of
28.20% while the memory usage increased to a maximum
of 3.75 GB and the battery usage by the application was
3.4%. When the video call is answered on WhatsApp
application, the CPU utilization sharply increased from
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TABLE 1. SCENARIO 1 ON MESSENGER

Runs Maximum Battery Usage Maximum
Memory Usage CPU Utilization
Run 1 3.07GB 2.4% 46.15 %
Run 2 3.22GB 2.5% 51.28 %
Run 3 4.01 GB 2.1% 48.28 %
Run 4 3.87 GB 2.6 % 43.18%
TABLE 2. SCENARIO 1 ON WHATSAPP
Runs Maximum Battery Usage Maximum
Memory Usage CPU Utilization
Run 1 3.87GB 1.3% 26.32%
Run 2 3.98 GB 1.5% 25%
Run 3 4.13GB 1.7% 25%
Run4 | 422GB 1.4 % 23.5%
TABLE 3. SCENARIO 2 ON MESSENGER
Runs Maximum Battery Usage Maximum
Memory Usage CPU Utilization
Run 1 4.25GB 23% 45 %
Run2 | 4.26GB 23% 44.19 %
Run 3 4.29 GB 24 % 42.77 %
Run 4 3.97 GB 22% 47.89 %
TABLE 4. SCENARIO 2 ON WHATSAPP
Runs Maximum Battery Usage Maximum
Memory Usage CPU Utilization
Run 1 4.0 GB 1.2% 30%
Run 2 391 GB 1.4 % 37.5%
Run 3 4.09 GB 1.3% 26.5 %
Run 4 3.88 GB 1.6 % 254 %
TABLE 5. SCENARIO 3 ON MESSENGER
Runs Maximum Battery Usage Maximum
Memory Usage CPU Utilization
Run 1 4.28 GB 4% 56 %
Run2 | 429GB 3.7% 51.34 %
Run 3 429 GB 3.8% 48.72 %
Run4 | 422GB 3.5% 53.28 %
TABLE 6. SCENARIO 3 ON WHATSAPP
Runs Maximum Battery Usage Maximum
Memory Usage CPU Utilization
Run 1 3.96 GB 2.7 % 30%
Run 2 4.18 GB 2.4 % 31.7%
Run 3 4.01 GB 22 % 33.46 %
Run 4 2.97GB - -
Run 5 3.92 GB 2.5% 35.14 %

7.32% to 30.23% while the memory usage increased form
3.83 GB to 4.11 GB. Table 4 shows Scenario 2 conducted
similarly on a number of runs to calculate the average
data.

For scenario 3 on Messenger application a video call
for 6 minutes and 28 seconds was made with 4 other
background applications (YouTube, Call of Duty, PUBG
and Google Maps) running. When the application was
launched the CPU utilization was 2.05% and the memory
usage by the application was 7.72 MB, during the video
call the CPU utilization increased to a maximum of 56%
while the memory usage increased to a maximum of 4.28
GB and the battery usage by the application was 4%.
Table 5 shows Scenario 3 conducted similarly on a
number of runs to calculate the average data. On run 2 a
check was done to see if there was any major difference in
the data due to the contrast in the camera by switching the
lights on and off on separate intervals and there were no
noticeable changes due to it. When the WhatsApp
application was launched the CPU utilization was 4.89%
and the memory usage by the application was 2.94 GB,
during the video call the CPU utilization increased to a
maximum of 30% while the memory usage increased to a
maximum of 3.96 GB and the battery usage by the
application was 2.7%. Table 6 shows the results from
scenario 3 on WhatsApp application conducted similarly
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on a number of runs to calculate the average data. On Run
1 there was a loss of network which interrupted the
normal CPU utilization, after reconnecting automatically
there was a sharp increase in CPU utilization from 13% to
29%. On run 2 a check was done to see if there was any
major difference in the data due to the contrast in the
camera by switching the lights on and off on separate
intervals and there were no noticeable changes due to it.
Run 4 was interrupted by a normal call so the data was not
considered for calculating average.

For scenario 4 on Messenger application a video call
was made for 15 minutes and 30 seconds with 4 other
background applications (YouTube, Call of Duty, PUBG
and Google Maps) running. When the application was
launched the CPU utilization was 5.12% and the memory
usage by the application was 54.64 MB, during the video
call the CPU utilization increased to a maximum of
41.67% while the memory usage increased to a maximum
of 4.28 GB and the battery usage by the application was
4.2%. Table 7 shows Scenario 4 conducted similarly on a
number of runs to calculate the average data. When the
WhatsApp application was launched the CPU utilization
was 4.88% and the memory usage by the application was
3.14 GB, during the video call the CPU utilization

TABLE 7. SCENARIO 4 ON MESSENGER

Runs Maximum Battery Usage Maximum
Memory Usage CPU Utilization
Run 1 428 GB 57 % 41.67 %
Run2 | 427GB 52% 59.52 %
Run 3 422 GB 49 % 54.36 %
Run4 | 4.18 GB 55% 53.97 %
TABLE 8. SCENARIO 4 ON WHATSAPP
Runs Maximum Battery Usage Maximum
Memory Usage CPU Utilization
Run 1 3.87 GB 43 % 34.15%
Run 2 3.92GB 4.6 % 31.7%
Run 3 3.99 GB 42% 31.7%
Run 4 3.96 GB 44 % 364 %
TABLE 9. SCENARIO 5 ON MESSENGER
Runs Maximum Battery Usage Maximum
Memory Usage CPU Utilization
Run 1 4.29 GB 72 % 50 %
Run2 | 4.28GB 6.9 % 5525 %
Run 3 4.20 GB 7.4 % 53.45%
Run4 | 427GB 7.1 % 51.28 %
TABLE 10. SCENARIO 5 ON WHATSAPP
Runs Maximum Battery Usage Maximum
Memory Usage CPU Utilization
Run 1 4.25GB 6.7 % 30.77 %
Run2 | 429GB 59 % 36.10 %
Run 3 4.17 GB 6.2 % 33.28%
Run4 | 422GB 6.4 % 3527 %

TABLE 11. SCENARIO AVERAGE VALUES ON MESSENGER

Scenario Average Average Average
Memory Battery CPU Utilization
Usage Used

Scenario 1 | 3.54 GB 24 % 47.22 %

Scenario2 | 4.19 GB 23% 44.96 %

Scenario3 | 4.27 GB 3.75% 52.34 %

Scenario4 | 424 GB 5.33% 524 %

Scenario 5 | 4.26 GB 7.15% 52.5%

TABLE 12. SCENARIO AVERAGE VALUES ON WHATSAPP

Scenario Average
Memory

Usage

Average
Battery
Used

Average
CPU
Utilization

Scenario 1 4.05 GB 1.48 % 24.96 %

Scenario2 | 3.97 GB 1.38 % 29.85%

Scenario3 | 4.01 GB 2.45% 32.58%

Scenario 4 | 3.94 GB 4.38 % 33.49 %

Scenario 5 | 4.23 GB 6.3 % 33.86 %
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increased to a maximum of 34.15% while the memory
usage increased to a maximum of 3.87 GB and the battery
usage by the application was 4.3%. Table 8 shows the
results from scenario 4 on WhatsApp application
conducted similarly on a number of runs to calculate the
average data.

For scenario 5 on Messenger application a group video
call with two other people was made for 25 minutes and
10 seconds with 3 other less intensive background
applications compared to Scenario 3 and 4 running
(Facebook, Instagram, Snapchat). When the application
was launched the CPU utilization was 2.56% and the
memory usage by the application was 31.88 MB during
the video call the CPU utilization increased to a
maximum of 50% while the memory usage increased to a
maximum of 4.29 GB and the battery usage by the
application was 7.2%. Table 9 shows Scenario 5
conducted similarly on a number of runs to calculate the
average data. When the WhatsApp application was
launched the CPU utilization was 2.4% and the memory
usage by the application was 2.25 GB, during the video
call the CPU utilization increased to a maximum of
30.77% while the memory usage increased to a maximum
of 4.25 GB and the battery usage by the application was
5.9%. Table 10 shows the results from scenario 5 on
WhatsApp application conducted similarly on a number of
runs to calculate the average data.

A. Discussion

The tables 11-12 show the average memory usage,
average battery used and the average CPU Utilization by
the applications WhatsApp and Messenger for each
scenario conducted on four similar runs.

First, we discuss results of the Messenger application.
Scenario 1 and Scenario 2 are based on distance, while
scenario 1 is a short-distance video call and scenario 2 is a
long-distance video call conducted for the same time for
about 4 min and 52 sec to compare the results and there
were no background applications open during this
scenario. According to the above results short-distance
video call had just 8% less average memory usage and
0.1% more average battery usage while the average CPU
utilization was also 2.26% higher in short distance video
call which shows that distance has no impact on the
performance of the application. Scenario 3 and 4 are based
on the length of the video call. Scenario 3 was conducted
for 6 min and 28 sec while scenario 4 was conducted for
15 min and 30 sec and there were four background
applications (PUBG, Call of Duty, YouTube, Google
maps) running in the background. According to the above
results the average memory usage was 0.38% lower in a
lengthier video call while the average CPU utilization was
0.06% higher in a lengthier video call, both of which can
be considered negligible. The average battery
consumption was 1.58% higher in a lengthier video call
which shows that the average memory usage and CPU
utilization were not affected by the length of the video call
except for the average battery consumption which is
higher in a lengthier video call due to the time difference
between scenario 3 and scenario 4. Scenario 5 is a group
video call with two other people in the group and was
conducted for 25 min and 10 second with three other less
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intensive background applications (Facebook, Instagram
and Snapchat) running in the background compared to that
of scenario 3 and 4. If we compare the average memory
usage, CPU utilization and the battery consumption with
that of scenario 4 it shows that scenario 5 had just 0.3%
higher average memory usage and 0.1% higher average
CPU utilization than scenario 4 but the average battery
consumption was 1.82% higher due to the length of the
video call. This scenario showed that even though it was a
group video call there were no significant changes in the
average memory usage and CPU utilization of the device
except for the average battery consumption which is
higher due to the length of the video call.

In the case of WhatsApp, Scenario 1 and Scenario 2
showed that short-distance video call had 1% more
average memory usage and 0.1% more average battery
usage while the average CPU utilization was 4.89% higher
in long-distance video call which shows that distance had
no impact on the performance of the application. During
Scenario 3 and 4, average memory usage was 0.88%
lower in a lengthier video call while the CPU utilization
was 0.91% higher in a lengthier video call, both of which
can be considered negligible but the average battery
consumption was 1.93% higher in a lengthier video call,
which shows that the average memory usage and CPU
utilization were not affected by the length of the video call
except for the average battery consumption which is
higher in a lengthier video call due to the time difference
between scenario 3 and scenario 4. If we compare the
average memory usage, CPU utilization and battery
consumption with that of scenario 4, it shows that scenario
5 had just 3.63% higher average memory usage and
0.37% higher average CPU utilization than scenario 4 but
the average battery consumption was 1.92% higher due to
the length of the video call. This scenario showed that
even though it was a group video call there were no
significant changes in the average memory usage and
CPU utilization of the device except for the average
battery consumption which is higher due to the length of
the video call.

V.

The average readings recorded from different
scenarios conducted on 4 runs on WhatsApp and
Messenger applications from the Snapdragon profiler are
compared below.

CONCLUSION

In scenario 1 the average memory usage by Messenger
is 6.38% lower than WhatsApp application while the
average CPU utilization by WhatsApp is 22.26% lower
and the average battery consumption by WhatsApp is
0.92% less than that of Messenger.

In scenario 2 the average memory usage by Messenger
is 2.75% higher than WhatsApp application while the
average CPU utilization by WhatsApp is 15.11% lower
and the average battery consumption by WhatsApp is
0.92% less than that of Messenger.

In scenario 3 the average memory usage by Messenger
is 3.75% higher than WhatsApp application while the
average CPU utilization by WhatsApp is 19.76% lower
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and the average battery consumption by WhatsApp is
1.3% less than that of Messenger.

In scenario 4 the average memory usage by Messenger
is 3.75% higher than WhatsApp application while the
average CPU utilization by WhatsApp is 18.91% lower
and the average battery consumption by WhatsApp is
0.95% less than that of Messenger.

In scenario 5 the average memory usage by Messenger
is 0.37% higher than WhatsApp application while the
average CPU utilization by WhatsApp is 18.64% lower
and the average battery consumption by WhatsApp is
0.85% less than that of Messenger.

According to the above comparison between the
applications from the average data calculated the average
memory usage on both the applications varied on different
scenarios with the difference being not so significant.
Even though the average battery consumption is lower on
WhatsApp application in all the scenarios it is also not
significantly lower than that of Messenger application
which shows that these instant messaging applications
have a similar approach to memory usage and battery
consumption of the device while the CPU utilization by
WhatsApp application on all the scenarios was on an
average 19% lower compared to that of Messenger
application which is significantly lower and shows that the
CPU utilization was better handled by WhatsApp. This
analysis showed that the memory usage and the battery
usage of the device from both the applications were more
or less similar, but the CPU utilization was better handled
by WhatsApp application. On scenario 3 run 4 of
WhatsApp application during video call there was an
incoming normal call which interrupted the scenario, so
the run was not considered for calculating the average
data.

We can list factors affecting the data metrics of the
device during a video call as shown below:

On Messenger and WhatsApp application a sharp
increase in CPU utilization and Memory usage was
noticed when the video call was answered. The CPU
utilization sharply increased from 12 % to 45 % and the
memory usage increased from 3.07 GB to 4.25 GB. On
WhatsApp application the CPU utilization sharply
increased from 7.32% to 30.23% and the Memory usage
increased from 3.83 GB to 4.11 GB

On WhatsApp application there was a change in
memory usage when the camera was turned on and off
during separate intervals. When the camera was turned off
the Memory usage decreased from 4.07 GB to 4.00 GB
and when the camera was turned back on, the Memory
usage increased from 4.00 GB to 4.05 GB while there
were no noticeable changes in the CPU utilization. Muting
and unmuting the audio also did not have any noticeable
changes. These factors did not show any noticeable
changes on the data on Messenger application.

On WhatsApp application when there was a loss of
network it interrupted the CPU utilization. After
reconnecting to the network, the CPU utilization sharply
increased from 13% to 29%, while there was no
noticeable change in the Memory usage.
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Factors not affecting the data metrics of the device
during a video call are mentioned below.

Distance had no impact on the memory usage, CPU
utilization or the battery consumption of the device on
both the applications.

There was also no change in the memory usage, CPU
utilization or the battery consumption on both the
applications when the lights were turned on and off on
separate intervals, to check if the contrast in the camera
had any effect on the data.
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Abstract - In the era of modern computing, along with the huge
advancements achieved in the field of computer science, most of
today’s processes are digitalized. There is an increasing
demand for reliability, availability, stability, and scalability.
When it comes to retail business, retail shop software plays an
important role, which points out the need for designing more
sophisticated systems. One of the most popular approaches in
addressing ever-increasing system requirements is the
development of distributed systems. By definition, a distributed
system represents a group of computers that process data/tasks
together and appears as a single entity to the end-user of the
system. In this paper, we are presenting the design and the
development of a distributed system that is intended to be used
in the retail sector and elaborate on the functionality of each of
the individual entities comprising the model. The described
distributed retail system represents a solid foundation for
further improvements and upgrading.

I. INTRODUCTION

We live in a world where technology is evolving at an
accelerated pace and is becoming an inevitable part of our
daily lives. Information and communication technologies are
increasingly present in almost all spheres of our society. The
information systems, and especially distributed ones, are
widespread today, playing a key role in the economies and
societies across the globe. In the retail sector, the use of
modern software solutions is necessary, as there is an
increasing need to meet progressively complex customer
requirements. Faced with the new challenges, there is an
emphasized need for the design, development, and
deployment of distributed retail systems.

Distributed systems are systems that are composed of
multiple entities, usually spread out across different physical
locations, which are mutually synchronized with each other
and present to the end-user a picture of being a single entity.
The implementation of such types of systems addresses the
majority of the customer’s needs, such as the need for
increased system availability and dependability, better
scalability and stability, greater performance improvements,
as well as easier data integration and data analysis.

Having minded the previous, the main goal is to present
the concepts behind a newly designed and implemented
distributed retail system, which has great potentials to grow
into a fully functional software solution intended for use by
micro- and small-sized retailers.

The rest of the paper is structured as follows. Section II
focuses on some of the most relevant research made on this
topic recently. In Section III, a brief overview of several
well-known retail systems is made. The major capabilities of
contemporary retail systems are given in Section IV. Section
V discusses the proposed model of a distributed retail system
and elaborates on the functionality of each of the individual
entities of the model. The last section highlights the
conclusions and future work.
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II. RELATED RESEARCH

Most of the recent research on this topic has been focused
on the exploration of newer technologies that can be
leveraged to improve retail business efficiency and
performance, as well as to maximize the return on investment
(ROI). In this context, some authors elaborate theoretically
on the proposed frameworks and consequently describe the
implementation of such systems. For instance, Adewumi et
al. describe the design and the development of SkyRetail, a
cloud-based retail management system [1]. In his white
paper, Dion explores the impact of the deployment of
technology in a retail business [2]. More specifically, he
looks at the effects on sales, profitability, and productivity of
the use of Point-of-Sale, Inventory Control, and Customer
Profiling Software in small- to mid-sized retail stores.
According to his findings, “the deployment of technology in
a retail store leads to higher sales, reduced expenses, and
increased gross margins, which have ultimately produced an
increase in the overall profitability of those stores who not
only have deployed the technology but have also learned how
to use it.” In his thesis, Cote elaborates on a project that
highlights a systematic method for searching, identifying,
evaluating, selecting, and recommending a Point-of-Sale
(POS) system and Inventory Management (IM) system for a
small business, based upon its specific industry needs [3].
According to his findings, information obtained from POS
systems improves marketing by helping salespersons make
better judgments and ultimately practice smarter selling. Data
reports highlight specific needs and eliminate guessing and
bias that employees develop throughout their work.
Suriyantphupha & Bourlakis conduct further research on the
usage and the role of IT in a traditional retail supply chain
[4]. The result of the structured literature review they
conducted on this topic reveals that the most widespread
technologies are radio frequency identification (RFID), point-
of-sale (POS), and other inter-organization systems providing
visibility in the value chain, reduce labor, lower operation
time, and minimize operating costs. However, such
innovative technologies are still limited to major retailers due
to implementation costs and the compatibility within existing
systems and trading partners’ systems. Lal et al. focus on the
study of the effectiveness of POS data in managing the
supply chain [5]. By carrying out a comparative analysis of
questionaries’ data regarding retail stores in a region in India,
they conclude that the most notable benefits of adopting POS
systems in the retail sector are improved inventory
management, increased flexibility of response to customer
demands, and reduction in costs and times. Hu ef al. leverage
two new technologies, blockchain, and edge computing, to
propose, design, and develop a novel robust retail POS
system, which can be used in ‘weak’ Internet environments
[6]. In his technical report, Khaneja describes an efficient
Point-of-Sales system that can generate and maintain
transaction receipts, inventory reports, and sales records in
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the big retail businesses, using UML diagrams and the
COMET methodology, consisted of three steps for software
development, requirement modeling, analysis modeling, and
design modeling [7]. Plomp et al. investigate the extent to
which Point-of-Sale (POS) systems support retail chain
digitization, i.e. inter-organizational processes as being an
exchange of orders-related and sales-related information, and
consequently, they develop a two-dimensional maturity
model for categorizing existing POS systems by their level of
backward and forward chain digitization support [8]. Taylor
elaborates on mobile payment technologies in the retail sector
and reviews potential benefits and risks [9]. By linking
research from diverse fields, her paper aims to elucidate the
potential impacts of mobile technologies on retail theft and
internal technological and process issues, before offering
possible solutions.

III. A BRIEF OVERVIEW OF SOME EXISTING RETAIL SYSTEMS

In this section, an analysis of the general characteristics of
some of the most advanced retail systems available nowadays
is conducted. All of these solutions, which are used by
millions of users and businesses worldwide every day, are
built upon and run distributed systems.

Shopify [10], is one of the most widely used retail
systems, developed by Tobias Liitke in Ottawa, Ontario,
Canada, in 2004. Over time, the software was continually
updated and upgraded, so it nowadays includes more
advanced features tailored to the needs of software users.
Shopify introduced a handful of new functionalities, such as
payments without the need for third-party authentication
providers. It is available for several platforms including the
most popular ones, such as Android and i0S. Different types
of technologies have been used in the development of
Shopify, primarily the Ruby on Rails framework. This
framework is based on the MVC (Model View Controller)
approach to application development, where data transfer
uses standards such as JSON and XML. Frontend
technologies such as HTML, CSS, and JavaScript have also
been used. Shopify uses MySQL as a relational database
management system. After several years, the development
team started using the PHP language as the primary backend
language that has provided a great integration with MySQL
databases. The mobile platform applications are developed in
Swift/Java.

LightSpeed [11] is an all-in-one cloud-based POS
solution, entirely based on the principles of distributed
systems, founded by Dax DaSilva in 2005, with its
headquarters in Montreal, Quebec, Canada. The technical
aspects of the development are similar to those of other retail
POS systems. The development tools that are used for the
development of this software are the following ones: the
TypeScript programming language is used for the frontend. It
is a syntactic superset of JavaScript, so the code written in
this programming language is also valid as a JavaScript file,
i.e. the same files written in TypeScript and JavaScript are
mutually compatible; the PHP programming language is used
as a backend programming language; the database server
runs MySQL RDBMS; Python programming language is
used to analyze business data. As with most modern
distributed solutions, Amazon Web Services (AWYS) is being
used as a cloud providing platform.

ShopKeep [12] is one of the most widely used POS
systems, especially by small-sized businesses (e.g. retail
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shops, coffee shops, restaurants, and bars) throughout the
United States and Canada. It was developed by Bill Walton
in 2008. What is specific about this software is that it is
intended for mobile clients, with a special emphasis on
tablets (iPads and Android tablets). Distributed software
consists of several entities that are synchronized with each
other, so they give the end-user a picture as if it were a
single whole. The central software is placed on the cloud
platform, while the sales part (i.e. the terminal) is the tablet
device itself. ShopKeep provides a real-time overview of the
entire operation and if the user owns multiple outlets, the
data will be grouped so that he can access them at any time.
The system allows merchants to ring up sales, print or email
receipts, pop a cash drawer, accept credit cards, and print
remotely to the kitchen right from an iPad or Android tablet.
The web-based BackOffice allows inventory, employee, and
customer management, as well as advanced analytics and
reporting. The smartphone dashboard app allows merchants
to view real-time store sales remotely. SQLite databases are
used and installed on tablets, while data on the main server
is stored in the PostgreSQL database. The central software
and database are set up on the Amazon Web Services
(AWS). The MVC framework is Ruby on Rails.

Microsoft Dynamics Retail Management System (RMS)
and POS [13] is an application developed by Microsoft that
offers small- and mid-size retailers a complete Point-of-Sale
(POS) solution that can be adapted to meet unique
requirements. It provides centralized control for multi-store
retailers and integrates with Microsoft Office applications.
It also offers benefits in ease of use, automation, efficiency,
flexible reporting, and scalability. It can be deployed for any
form of a retail enterprise, from pharmaceuticals to grocery
stores. The system, however, is not cloud-based and also
targets only businesses that run the Windows operating
system. Therefore, it is not a cross-platform solution.

Epicor Cloud Retail Software [14] is a SaaS-based retail
solution, developed by Epicor Solutions. It serves small- to
mid-sized retailers who want to leverage efficiently their
insufficient IT resources. Epicor delivers a model that
significantly reduces capital investments, implementation
challenges, and ongoing requirements of managing IT. With
Epicor, retailers can integrate their sales channels, order
management, POS systems, inventory, and other operations
to access the right information at the appropriate time.
Epicor cloud retail software supports merchandising, store
operations, CRM, audit and operations management, and
planning. The system, however, is difficult to customize to
suit well a particular organization.

IV. CAPABILITIES OF MODERN RETAIL SYSTEMS

The major functions each retail POS systems is expected
to support are the following ones:

o Transaction execution: Today, almost every retail
POS system has an integrated scanner that
automates the ringing up of sales by reading the bar
code on each item a customer is purchasing. The
Stock Keeping Unit (SKU) number and price are
then entered directly into the POS software, which
keeps a running total of the order and calculates the

final amount due. Some retail POS systems include
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a touchscreen component that is used, in conjunction
with or in stores with very limited inventory, as an
alternative to scanning. Instead of scanning items (or
manually entering prices, as with an electronic cash
register), store associates tap a corresponding icon
on the touchscreen to ‘build’ the transaction. Unlike
electronic cash registers, many retail POS systems
also feature integrated payment processing
capabilities. With these systems, retailers need not
use a separate credit card reader to read the magnetic
stripe on credit cards. Rather, this part of the
transaction can be handled right on the POS
terminal;

Inventory control: In many instances, retail POS
systems incorporate software modules that allow
retailers to better manage their inventory: each time
a customer purchases a particular item, information
about it (e.g., its SKU number and the quantity
bought) is automatically transmitted from the POS
software to the inventory management module. The
quantity purchased is then subtracted from the
inventory ‘tally’, without any human intervention.
Some retail POS systems generate an alert when
inventory levels reach user-defined minimums;
some also generate re-orders based on this
information;

Labor management: Over the past few years,
vendors have introduced configurations in which the
POS system features labor  management
functionality through time and attendance and/or
scheduling module. With the former, employees
clock in and out right on the POS terminal, making
it easy to keep tabs on attendance and limiting
employees’ ability to punch in and out for each other
or work beyond their scheduled hours. An interface
with the POS system permits retailers to compare
store traffic with sales patterns, and then adjust
schedules based on historical information and real
needs rather than guesswork;

Reporting: A good POS system gives retailers the
option to generate a myriad of basic and advanced
reports and, in some cases, transfer them directly to
other systems. Standard reports created by the retail
POS system break out customer purchase histories
and merchandise sold (by SKU), as well as indicate
the cost of goods sold, gross sales, low inventory
counts, existing inventory counts, customer purchase
history, and item-specific sales. Some POS systems
allow users to customize their reports and create new
ones;

Marketing: Retail POS systems track customers’
purchase histories, along with their contact
information. With this information in hand, retailers
can identify the audience for a variety of marketing
campaigns, ranging from the somewhat general (e.g.
all female customers) to the very specific (for
example, all customers who reside in a specific
geographic area). A comprehensive POS package
will allow for e-mail marketing, as well as direct
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mail reports so that marketing e-mails may be
composed on and sent directly from the POS system.
It is also helpful in face-to-face communication with
customers. Most POS systems accommodate the
addition of miscellaneous notes about each customer
(such as his or her birthday and other specific
details), that can be leveraged in marketing
campaigns.

V. DISTRIBUTED RETAIL SYSTEM

The main objective of this paper is to present a model of
a distributed retail system and the functionality of each of
the individual entities of the model [15].

A. Model of a Distributed Retail System

In this section, we are presenting a model of a distributed
retail system that we have used during the development and
implementation phase. The model, presented in Fig. 1,

consists of two types of nodes:
e C(Client nodes

e (Central node

Figure 1. Model of a distributed system

The client node is composed of two main components.

The first component is the terminal. The terminal can be
any kind of a desktop or a laptop computer, on which the
client software is installed, which is part of the distributed
sales system. Each terminal has a local database installed on
it, which contains all the data needed for work/sales. The
data in the local database is synchronized with the data in the
central database, which is located on the central node of the
distributed system. Additionally, each terminal may have a
cash register and a bar-code reader. The client node can
consist of N terminals, depending on the number of payment
points required.

The second component of the client node is the computer
network, which enables network communication and data
exchange between the terminal(s) and the central node of the
distributed retail system.

The central node of the distributed retail system consists
of an application server and a database management server.
The application server is responsible for the synchronization
of the local databases from the client nodes with the central
database in the central node, as well as for the functioning
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and coordination of the distributed retail system. A central

synchronizes and stores the database data from the client

database is set up on the database management server, which ~ nodes [16].
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Actor
T T T '
| | | |
E Insert login credentials — i i
—_— ' '
""" 1 Process input data E E
.- | i
(\‘ Invike stored procedure i i
Zuthenticale 7 Serd Resporia Dala . Load user data from DB [_
H wy retun | Synchronize central DB - Send back data
----- Retry login process
H —_
s InsertProductData | | 0 e

Process Data

Synchronize with central DB

! Display data
i

Send Data To DB 2
Return Result
RN oot i, PR

Compute Data
[ Load product data from DB

Display inzerted data
S e et P e

Issue bill

Return Result

Synchronize with central DB

Load product data from DB [_
Send back data

Update product data

Synchronize with local DB

All product data i
loaded here and a
————— result is expected
and the bill is

issued.

““1: Display product data
-

_“‘: Calculate Total

Reply

Figure 2. Sequence UML diagram

B. Functionality of the System Entities

This section presents the entities that have been
developed and represent an integral part of the distributed
retail system. Using the Sequence UML diagram, shown in
Fig. 2, the interaction and communication between the
individual model entities of the distributed retail system are
shown. The distributed retail system entities are
interconnected and synchronized. The entities, i.e. the
separate parts of the designed solution, can be physically
located in different locations, but at the same time, they are
functioning as if they represent a single monolithic system.

The distributed retail system consists of the following
entities:

e  Desktop application
e  Web application

e Local database

e Central database

The desktop application, schematically depicted in Fig. 3,
is the client software that runs on the terminal.
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l
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Figure 3. UI flowchart

User Login is a process in which a previously registered
user logs into the desktop application. The desktop
application performs authentication. If data entered by the
user is correct, the working session begins. All processes
covered by the login process are synchronized with the
central database. In the proposed distributed retail system,
two roles are defined, a user and an administrator. The UML
Use Case diagram, shown in Fig. 4, provides a clear picture
of each of the roles and privileges of each role in the system.
The user role has reduced privileges as compared to the
administrator role.

Terminal Sales is a process that enables the user to issue
all sorts of receipts for items used for sales. Also, this
process keeps track of the number of times each item has
been sold.

Connection Checker is a module that checks the
connection between client nodes and the central node, which
is critical to their successful synchronization.

Through the web application, which is a part of the
distributed retail system installed on the central node, items
used for sale are registered, and the information is distributed
to the desktop applications installed on the client nodes. The
web application monitors database synchronization, generates
product sales reports, registers users in the distributed system,
and configures retail system parameters.

Central and local databases are one of the most important
components because they contain the data and reflect the
business model. Each terminal has a local database installed
on it. The central database is located on the central node of
the distributed retail system. By entering or changing any
data in any local database, synchronization with the central
database is done automatically by database replication. In
our distributed retail system, we are using asynchronous
replication, i.e. the local database copies the data to the
central database after the data is already written to the local
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database. The replication process occurs following a
previously defined schedule.

Distributed POS - Use Case Diagram

Werify Password
=<include>=>
<1l

“Zcextends>
T==-.../ Display Login
Error
Issues Receipt

Insert Product
Update Product Info
Delete Product

Figure 4. Use Case Diagram

Administrator

C. Development Technologies

This section briefly lists the selected technologies used in
the development of the developed distributed retail system.

Frontend technologies such as HTML, CSS, and
JavaScript were used to create the web application. We used
the Bootstrap development framework which allows creating
interfaces that are compatible with all devices. Both .NET
and C# programming language were used to create the
backend part of the web application, as well as to create the
desktop application. MySQL server was used as a relational
database management system for running central and local
databases [17-21].

VI. CONCLUSION

Retail shop systems dramatically changed over the past
decade. Today’s modern solutions provide users with the
ability to control their business from literally any point,
using even their mobile devices. The contemporary cloud-
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based and distributed solutions deliver efficiency and, at the
same time, save money and time. Distributed retail systems
can operate and be efficient even if certain parts of the entire
system fail. The future work vis-a-vis the hereby described
software framework includes addressing its scalability and
portability issues in terms of their improvement, as well as
the deployment of the whole system to a cloud-based
service. One of the projected directions for further
development of the proposed solution is also its adaptation
for mobile platforms. All aspects of the proposed retail
management software framework need to be tested and
validated in the real operating surrounding, so the usability
study of the system will also be conducted as a part of the
future work. As a way of improving the core features of the
proposed software framework, integrating third-party tools,
such as a payment gateway to process card payments, and
implementing SMS and/or e-mail services to deliver instant
messages or reports to the users, will be considered, as well.
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Abstract - Semantic Web supports methods that go beyond
the traditional web application in a way that it can facilitate
machines to understand the meaning of information on the
Internet. Ontology is a package of data together with their
relationship, structure, and constraints. Ontology makes
information a meaningful knowledge which can not only
convey semantic meanings but can be interpreted and
understood by machines as well. Ontologies are a key
technology for the semantic web, as they are responsible for
providing this context. Visualization is an important task
related to ontologies. Visualization of ontologies is needed
for showing their content and relations between their
elements. In this paper we generated visual representation
of three ontologies using Protégé as one of the most popular
tools for ontology visualization. Protégé can be extended
with pluggable components to add new functionalities. The
evaluation of the ontology visualizations are implemented
according Key Performance Indicators (KPIs) such as:
interaction possibility, insight in data, interoperability,
visibility.

L.

Ontology is a conceptualization of a domain into a
human understandable, machine-readable format [1].
Ontologies are semantic data models that define the types
of things that exist in our domain and the properties that
can be used to describe them [2]. Basically ontologies are
defined model that organizes structured and unstructured
information through entities, their properties and the way
they relate to one another. There are many reasons why
any user could benefit [3]:

INTRODUCTION

e  Managing content more effectively;

Maximizing findability and discoverability of
information;

Increasing and reusing of less seen and unknown
information; and

e Improving search engine operations

Before the creation of an ontology, it is necessary to
understand its components. An ontology consists of Class,
Relationship and Attribute; the components of an ontology
allow us to fully define a domain of knowledge context
through the entities defined in classes, relationships
between classes, and data associated with classes. These
three eclements allow us to use abilities greater than
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traditional knowledge organization techniques such as
folder structures and taxonomies [4].

Broadly ontologies can be divided into two main
categories [5]:

e Lightweight Ontologies: Include class hierarchy
or taxonomy of classes, subclasses, values and

attributes.

Heavyweight Ontologies: Represent the domains
in depth-wise manner by including axioms and
constraints.

Protégé is a free knowledge-modeling tool developed
at Stanford University. Ontologies and knowledge bases
can be edited interactively within Protégé and accessed
with a graphical user interface. Protégé can be extended
with pluggable components to add new functionalities and
services. There is an increasing number of plug-ins
offering a variety of additional features, such as extra
ontology management tools, querying and reasoning
engines, visualization tools efc. There are various forms
such as Resource Description Framework (RDF),
Ontology Web Language (OWL) and XML Shema in
which Protégé ontology can be exported [6].

In this paper we developed an ontology using data that
is part of the COST Action CA15211, Atmospheric
Electricity Network: coupling with the Earth System,
climate and biological systems (Electronet'), and we used
two other ontologies that are in the same range and are
free to download, the Evidence & Conclusion Ontology
(ECO% and Exposure Ontology (ExO®). These three
ontologies are visualized with the same plug-ins in
Protégé and some other online tools and programs.

IL RELATED WOKS
In the simplest case [7], an ontology describes a
hierarchy of concepts related by subsumption

relationships; in more sophisticated models, suitable
axioms are added in order to express other relationships
between concepts and to constrain their intended
interpretation. Broader explanation and term definitions
can be found in [7]. In this book, the different ontology
types are explained as well as the processes to establish

1 , . .. ,
https://dataspace.atmospheric-electricity-net.eu/

2 . .
https://www.ebi.ac.uk/ols/ontologies/eco

3 . . .
https://bioportal.bioontology.org/ontologies/EXO
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relations between them with the objective of selecting
those that are more suitable for the information retrieval
context. A study of families and types of ontology models
is shown to compare them and detect common
characteristics and differences. This analysis has the
objective of providing the context in which the
terminological ontologies are placed and showing how
each model is related to the rest. In [8] a classification of
types of ontologies according to the degree of formalism
and semantics provided in their specification is proposed.
They range from simple lists, passing by subject sets, to
complex reasoning models.

A complementary classification is described in [9].
This model focuses on explaining the different types of
ontologies from the semantic interoperability point of
view and focusing on the ability to express hierarchical
relations. The categories range from taxonomies, which
are able to express few semantics (subclassification
relationship) and only provide syntactic interoperability,
to logical theory models, which thanks to their strong
semantics provide the most complete form of semantic
interoperability. In this categorization, terminological
models are those that provide syntactic and structural
interoperability, and the axiomatic ones those that provide
semantic interoperability.

There exist many different ontologies, built for many
different types of applications, and they vary in both the
amount of detail they express and the generality of their
use [10]. A key feature of ontologies is that, through
formal, real-world semantics and  consensual
terminologies, they interweave human and machine
understanding [11]. This important property of ontologies
facilitates the sharing and reuse of ontologies among
humans, as well as among machines. A major reason for
the recent increasing interest in ontologies is the
development of the Semantic Web [12], which can be
seen as knowledge management on a global scale. Tim
Berners-Lee, inventor of the current World Wide Web and
director of the World Wide Web Consortium (W3C),
envisions the Semantic Web as the next generation of the
current Web.

The exponential growth of information available on
the Internet makes it increasingly necessary to introduce
intelligent agents to facilitate the processing of
information and knowledge [13]. Other researches
include: Ontology visualization Protégé tools — a review
[14] and older approaches of ontology visualization and
visualization tools: a survey of the state of the art [15].

I1I.

Although every ontology visualization tool is different
and unique and no general formalization exists of the way
ontologies are displayed, there can be identified some
commonalities between them, forming a so-called
ontology visualization method. This classification is based
on three main criteria: dimensions used by the
visualization method (2D, 2.5D, 3D), graphical elements
(node-link) and the layout method used on the elements on
the screen (force-directed, treemaps, radial) [15].

ONTOLOGY VISUALIZATION
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A. Ontology visualization tools in Protégé and other
web tools

Visualization can contribute a lot, and there are many
benefits and advantages like better cognitive memory and
resource processing, easier information searching, better
pattern recognition, enabling of perception inference
operations like close watch mechanism, information
coding in manipulation medium, large information
processing, easy focus on details and work process
monitoring and abstract presenting of a situation by
following and annotating information. There are many
challenges related to the size of the ontology, the