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INTRODUCTION

The objectives of the International conference on Applied Internet and Information Technologies
are aligned with the goal of regional economic development. The conference focus is to facilitate
the implementation of Internet and Information Technologies in all areas of human activities. The
conference provides a forum for discussion and exchange of experiences between people from
government, state agencies, universities, research institutions, and practitioners from industry.
Information technologies change during time and this year AIIT conference addressed the
diversity of ICT application areas and relevant research topics such as:

» Information systems

= Software engineering and applications

» Data science and big data technologies

» Business intelligence and IT support to decision-making
= Communications and computer networks
» Data and system security

= Distributed systems

* Internet of Things

= Embedded systems

= Software quality

= Software maintenance

= Computer graphics

= IT management

= E-commerce

= E-Government

» E-Education

» Internet marketing

» ICT practice and experience

Information technologies enable collaboration across the globe. This year the conference was
successfully co-organized by 5 institutions from 4 countries - Serbia, North Macedonia, Russia, and
Bulgaria. It has been managed in collaboration with 4 co-chairmen from Serbia, North Macedonia,
and Russia.

International Conference on Applied Internet and Information Technologies (AIIT) is an annual
conference that was held since 2012, based on successful results of the International Conference
on Information and Communication Technologies for Small and Medium Enterprises in 2011. This
year, AIIT2021 was held on October 15, 2021, in Zrenjanin, Serbia.

Due to a COVID-19 pandemics, the conference is held in virtual form, with online presentations
with Google Meet, and streaming video and poster presentations available at the web site of the
conference (http://www.tfzr.uns.ac.rs/aiit/). There were 41 accepted papers and 2 accepted papers
in abstract with 105 authors from 14 countries (Serbia, North Macedonia, Montenegro, Bosnia and
Herzegovina, Croatia, Hungary, Romania, Bulgaria, Russia, India, Malaysia, Saudi Arabia, Egypt,
Canada).The papers are presented online, or in the video stream and poster sessions. Within the
video presentation session, there is a presentation of IT company Crater Training Centar, Belgrade,
Serbia.

The AIIT 2021 organizing committee would like to thank the authors of the papers for their
contribution. All submitted papers were peer-reviewed by the members of the AIIT2021 program
committee. Each submitted paper was assigned to at least two reviewers from different countries
and the paper analysis was conducted as a double-blind review.


http://www.tfzr.uns.ac.rs/aiit/

11th International Conference on Applied Information and Internet Technologies - AIIT 2021
October 15th, 2021, Zrenjanin, Serbia

Special gratitude is addressed to many reviewers from co-organizing institutions that made a great
impact on the quality of papers. The AIIT organizing committee especially appreciates the IT
company’s efforts in supporting the conference by its participation.

Information technologies are integrated with every human activity. IT application enhancements
are encouraged by university research, business organizations, public institutions, and the IT
industry. The AIIT organizing committee welcomes future presentations of work in this field at the
next AIIT conference, hoping that all of us will meet again in the real conference event.

Conference chairs:
Visnja Ognjenovic, Urversity of Novi Sad, Technical faculty "Mihajlo Pupin”, Zrenjanin,

Serbia

co-chairman Dalibor Dobrilovic, University of Novi Sad, Technical faculty "Mihajlo Pupin’,
Zrenjanin, Serbia

co-chairman Evgeny Cherkashin, Institute of High Technologies, Irkutsk, Russia

co-chairman Andrijana Bocevska, Faculty of Information and Communication Technologies
- Bitola, North Macedonia
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Customized image processing as a solution for
compensating color vision deficiencies in the
digital environment

N. Mili¢ Kerestes

Faculty of Technical Sciences, Department of Graphic Engineering and Design, Novi Sad, Serbia
milicn@uns.ac.rs

Abstract - Colour vision deficiency is a functional disorder,
predominantly genetic, manifested with reduced or
complete loss of colour discrimination ability.

The research objective is to resolve the accessibility issue of
visual information encoded with colour for the population
with  colour vision deficiencies. Considering the
shortcomings of previous image enhancement methods for
colour deficient observers, so-called daltonization methods,
as well as the prevalence of the target population (over 200
million users), there is still an open search for a new
daltonization method that optimally compensates weak
colour discrimination and new ways for its implementation
in a digital environment.

The content-independent daltonization methods do not take
into account the image content and the spatial distribution
of confusing colours in images. As a result, content-
independent colour mapping does not assure colour
differentiation by colour deficient observers. This way, it
often happens that recolouring solves the initial problem,
but creates a new confusing pair or, even worse, colours that
are clearly different can be remapped into indistinguishable
combinations. The content-dependent daltonization methods
include more complex and computationally demanding
image processing where the final pixel value depends on
other image colours and/or its location. Although providing
more successful differentiation of coloured elements, these
methods are usually focused only on severe, dichromatic
deficiencies causing problems with exaggeratedly changed
colours and unnatural results.

The primary research objective is to define an image
optimization model, customised for different types and
severities of colour deficiency and different image content.
The purpose of proposed image adaptation is to correct
confusingly coloured image segments that users with
anomalous colour vision perceive as the same while
preserving the image naturalness by restricting, for each
colour, an area of admissible remapping. This achieves a
recolouring balance where resulting colours are made
sufficiently distinctive from each other but do not deviate
too much from the initial values. Within the defined model,
the following image enhancement methods (daltonization
methods) have been proposed: enhancement based on the
deficiency type, enhancement based on the deficiency
severity and universal enhancement.

The subjective evaluation confirmed that the severity of
colour deficiencies affects the assessment of the image
quality improvement, where users with mild deficiencies
better evaluate the severity-based daltonization compared to

users with more severe deficiency. It was also revealed that
the image content affects the choice of preference — the
severity-based daltonization is preferred in case of natural
scene images while the type-based daltonization provides
better chromatic contrast for the artificial images.

Keywords: colour perception, colour vision deficiencies,
digital image processing, colour gamut
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Artificial Intelligence Implemented in Covid-19
Detection

Kostandina Veljanovska™

* Department of Intelligent Systems, Faculty of ICT, University “St. Kliment Ohridski”,
Bitola, North Macedonia
kostandinav@gmail.com

Abstract — Health professionals and scientists are at the
forefront of the fight against the virus that humanity is
currently battling. The next generation of scientists and
physicians must be trained and prepared for a future
pandemic, to respond to unexpected epidemics, and they
must also learn to strengthen scientific communication.
Scientists need to keep researching. Our attempt is in that
direction to contribute to the study of a rapid way of
diagnosing covid-19 that uses artificial intelligence. Namely,
a machine learning algorithm for patterns recognition has
been modeled in diagnosing the disease caused by covid-19
virus that uses a review of X-ray images.

Keywords - artificial neural network, covid-19, machine
learning, deep learning, convolutional neural network

. INTRODUCTION

The pandemic we have been facing for more than a
year and a half is a widespread risk to humans and
animals, and the effects are felt in everyday life, especially
in the health and economic sector. Health professionals
and scientists are at the forefront of the fight against the
virus, together with people around the world managing the
situation as best as they can. The scientific community is
experiencing a negative impact from the outbreak of the
virus, facing the closure of universities, research centers
and laboratories, as well as the cancellation and
postponement of some scientific events, professional
conferences, symposia, workshops and training programs
[1,2] . Universities, research centers and laboratories as a
fertile ground for the development of new ideas and the
promotion of advances in the science and the scientific
community are in an inevitable situation. As scientists try
to understand a new coronavirus and reduce the chaos it
has caused, the epidemic has created chaos in science
itself [2]. Reducing the number of scientific events and
closing down scientific jobs will result in extended
research time and, in some cases, will have to start again
with full experiments, or put the experiments on hold, or
reduce them at a minimum. The results of this will
produce an economic burden on the researcher, eventually
prompting psychological stress, anxiety, tension or
depression, which will culminate in reduced scientific
success [3].

Covid-19 is a viral disease caused by the SARS-CoV-
2 virus that first appeared in the city of Wuhan, China, in
December 2019, and then has spread around the world,

leading to the declaration of a global pandemic. The virus
has devastating effects on the lives of people around the
world and to date it has infected over 226 million people.
About 90% of them were cured, and 4.66 million people
died, according to the Worldometers reference website.
The general symptoms of the virus are: runny nose, sore
throat, fever, cough, and headache. Some of the patients
do not show strong symptoms of the virus, and some of
them develop a severe form of the disease, especially
combined with pneumonia of the lungs. Finding a way to
quickly and accurately detect the disease is very important
in order to reduce the negative effects of this disease and
save human lives. Detection of coronavirus can be done in
several ways: PCR - test, blood check and chest X-ray
imaging. The first two are based on a simple comparison
of numbers and reference values, but the third method
requires more detailed consideration and analysis by
experienced physicians. Our idea is to help in that
direction and to develop a system that uses artificial
intelligence (Al) to detect coronavirus in patients from
radiographic images of their chest.

1.  CORONAVIRUS DETECTION

Covid-19 is most commonly diagnosed with polymer
chain reaction (PCR) and serological testing, for which
there is a lack of necessary material and specialized
personnel when performing these tests in regions and at a
time when those regions are quite affected. In addition,
PCR may have relatively low sensitivity. Therefore,
alternative methods are needed to support the diagnosis of
covid-19, such as noninvasive imaging. For example,
computed tomography (CT) images can be used to detect
certain manifestations in the lungs associated with covid-
19, and in general, CT is a more accurate chest imaging
technique and has a higher sensitivity and efficiency than
X-rays of chest. However, the use of CT to detect covid-
19 places a significant burden on diagnostic departments
at times when they need to respond quickly to help
minimize the risk of infection spreading. In fact, X-rays
are part of routine screening of patients and remain the
primary way to detect pneumonia due to shorter time and
lower cost and, normally, lower radiation exposure
compared to CT. Hence, our interest was directed in that
area.
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I1l.  ARTIFICIAL INTELLIGENCE IN MEDICAL
DIAGNOSTICS

A. General Applications

Artificial intelligence (Al) models are already yielding
successful results in the analysis of medical data. In fact,
new machines with artificial intelligence models have
already been developed and work similarly to experts in
specific diagnostic tasks. In addition, Al systems are
adopted to extract information from medical imaging with
the ultimate goal of creating tools to reduce diagnostic
errors, improve efficiency, and reduce costs. These
systems are typically embedded in image-based decision
support systems to assist shooting professionals. Medical
recording enables characteristic activities such as risk
assessment, diagnosis, prognosis, detection of response to
a particular therapy. Automatic processing requires less
laboratory infrastructure and supplies, as well as fewer
healthcare personnel. In this context, Al-based models that
use medical X-rays as input are an alternative worth
exploring for the automatic detection of covid-19 in
patients for clinical analysis and diagnosis.

B. Artificial Intelligence in Coronavirus Detection

To study the impact and dynamics of the pandemic
that is relevant to Al, various academic databases on
clinical applications of machine learning and deep
learning should be studied, including clinical features,
electronic medical records, medical imaging (CT, X-ray,
ultrasound images, etc.) to diagnose covid-19. This field
has already being researched in scientific circles [5, 6].
Acrtificial intelligence techniques have been used to detect
pneumonia by computed tomography of the lungs [7, 8].
Machine learning models have also been applied to covid-
19 case data to predict infected cases and recovery rates
using chest X-rays [9]. The k-NN model has been studied
to distinguish imaging from a positive patient and imaging
from a patient with another disease [10], or the Al model
which, in addition to these two types of imaging, also
includes imaging of healthy patients [11].

IV. MODEL DEVELOPMENT

For the purposes of this research, deep learning
techniques as well as general machine learning
techniques and algorithms were studied, and it was
concluded that one of the most effective ways to analyze
visual images when it comes to deep learning are
convolutional neural networks (CNN). Experiments are
already known for the diagnosis of coronavirus using
CNN from CT scan [12, 13, 14] and from X-ray scan [15,
16, 17, 18, 19]. Analysis of the functioning of the
database biases in the diagnosis of the virus is also part of
scientific experiments with CNN [20]. Convolutional
neural network has been applied on audio recordings of
patients coughing to make an accurate diagnosis of covid-
19 [21].

The artificial intelligence model includes machine
learning (ML) and deep learning (DL) in order to
automatically detect significant patterns in data and solve
problems that are impossible (or impractical) to represent
and solve with conventional algorithms [22, 23]. Deep

Learning (DL) learns high-level abstractions in data using
hierarchical architectures. It combines several layers of
nodes to build a gradually more abstract representation of
the data, allowing concepts such as categorization or
classification of objects to be learned directly from raw
data collected by onsite-mounted sensors. The current
success of DL is directly related to the production of
inexpensive graphics cards with multiple processors or
graphics processing units that increase speed and reduce
training time to create a deep learning model.
Convolutional neural networks (CNN) are used to
recognize shapes / forms / patterns and are the dominant
DL architecture for image classification that may even
compete with the human ability to perform recognition
and classification tasks.

A. Artificial Neural Network — Convolutional Neural
Network

CNN brought a revolution in the field of computer
vision by increasing the accuracy of image classification,
but also many times improved scene classification, object
detection, semantic segmentation of biological images
and face detection, text recognition and human body
recognition in natural images. The main practical success
of CNN is the face recognition and automatic driving of
cars.

The CNN uses hierarchical layers of convolutional
filters to mimic the effects of sensory fields in the visual
cortex of animals, taking advantage of the local spatial
correlations present in the images [22]. The CNN-based
model generally requires a large set of training samples to
achieve good generalization skills.

Convolutional neural networks as one of the most
powerful deep learning algorithms designed for image
processing contain three types of layers (levels):
convolutional, pooling layers and fully connected layers.

CNN is a multilayer perceptron that uses a bit of pre-
processing unlike other image classification algorithms.
The network learns to optimize filters through automatic
learning as opposed to conventional algorithms where
such filters are manually designed. This means that CNNs
have a key advantage because they are independent of
prior knowledge and manual property extraction. They
use convolution in at least one network level instead of
general matrix multiplication [24].

The following figure (Figure 1.) shows an example of
a convolutional calculation where a block of pixels
through a filter generates a map of properties, i.e. an
image that will be used for further processing.

[ =
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Figure 1. Method of convolutional calculation
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The convolutional layer contains a set of filters and
their parameters have to be learned. Every individual
filter is convolved with the input data to calculate an
activation map which is made of neurons. Normally, the
height and weight of the filters are smaller compared to
the same of the input volume.

The way convolutional calculation transforms size of
data, we can see in following calculation. If the size of
the image is N x N and the size of the filter is F x F, then
after convolution the result will be matrix with
dimension:

(N x N) convolve (F x F) = (N-F+1) x (N-F+1)

Each step at the convolution level is followed by a
non-linear activation function.

The output from the convolutional layer contains
high-level features extracted from the data. A fully-
connected layer in order to learn non-linear combinations
of these features is added after cycles of convolution and
reduction of the size of data features.

Pooling layer is usually used to reduce the spatial
volume of input images after convolution. It is used
between two convolutional layers. The max pooling or
average pooling or L2-norm pooling is used in order to
reduce the spatial volume of the input image.

At the end, a fully connected layer which involves
weights, biases, and neurons connects neurons from one
layer to neurons in another layer. It is used to classify
images between different categories as process of training
the network goes on.

B. Covid-19 Detection Algorithm

For the purposes of this study, we developed a model
that, based on collected X-ray images of the chest,
recognizes positive and negative patients on covid-19,
that is, images of patients who tested positive for PCR
and patients who tested negative for coronavirus or
patients without any diseases. A set of chest X-ray
images of people that have been processed and divided
into two sub-sets for training and testing is used as an
input database. The data were taken from a database
available online and were properly prepared for
processing and designing the model. We used Keras
library. The experiments were performed in two phases:
training of the model in 10 epochs as the first phase and
second phase, training in 20 epochs. In both phases,
almost 90% of the data were used (224 images) for
training and 12% for testing.

V. DISCUSSION OF THE RESULTS

Our model contains four convolutional levels. The
first level accepts pictures and does filtration and
activation. The next level is pooling level where the
pictures are processed and divided into blocks. Over-
fitting of the model is avoided using dropout of certain
percentage of data. The last level of the network uses
only one dimensional data, so three dimensional data are
flattened with specific function.

Database has 224 images for model training. As the
process of training was going on, it was evident that the
model was improving in terms of increasing the accuracy
and lowering the loss in predicting the result of diagnosis

for patients. Still, there were epochs where the model
entered in over-fitting, stagnating the process of
increasing the accuracy of prediction.

As it can be seen from Table 1., in the first phase, the
maximum result that is reached in the 10" epoch is
95.982% classification accuracy.

It was noticed that after testing the model with 30
images, four mistakes were done, i.e. four images that are
from positive covid-19 patients, the model classified
them as normal.

TABLE I. TRAINING PROCES FOR THE FIRST PHASE
N. of . - —
Epoch Discussion of the training Accuracy
process (%)

1 Trained after 7 iterations 56

2 Trained after 6 iterations 64
The accuracy increased, loss

3 73
decreased

4 Loss decreased 85
The accuracy increased, loss

5 91
decreased
Model stoped increasing

6 L 90
accuracy (overfitting)

7 Slightly increased accuracy 94

8 Due to the size of the 93
database, overfitting
The loss increased, and the

9 accuracy is lower than in 71" 93
epoch

10 Model reached maximum 9%
accuracy

During the second phase we noticed that the model
does over-fitting again, due to the size of the database,
reaching a maximum percentage of accuracy of 98.25%,
which is not enough.

The maximum result was reached at the 20" epoch of
98.25% accuracy. Table Il. shows the whole process of
training. There were epochs where the model is over-
fitting, after 10", 13" and after 17" epoch. Our
supposition is that it was due to the database size. Still, if
the database size is big enough, dropout could improve
the situation. But, at this time due to difficulties in
functioning in hospitals and radiographic departments it
was impossible to gather database that has proper size in
order to make this research more accurate.

For the second phase after testing the model with 30
images, it made two mistakes, i.e. two images that are
from patients negative on covid-19 model predicted as
positive on covid-19. It can be seen that the model after
20 epoch training corrects the error of the model that was
trained in 10 epochs. It was noticed that the model in the
learning process starts with about 50% accuracy and
1.2% loss. After that as the training process continued
and as the weights were adjusted the accuracy increased
and the loss decreased.
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TABLE Il. TRAINING PROCESS FOR THE SECOND PHASE
N. of Epoch Accuracy (%)
1 50
2 71
3 76
4 85
5 87
6 90
7 92

93
9 94
10 92
11 93
12 94
13 93
14 95
15 96
16 97
17 95
18 97
19 98
20 98

VI. CONCLUSIONS AND FURTHER RESEARCH

In the hope that the world will continue to learn more
about covid-19 and control the virus effectively, we need
to continue to research, and re-examine and only then will
science advance again and the scientific community
function normally again.

This research was conducted in order to help health
professionals to effectively, accurately and fast detect each
single positive case on covid-19 using X-ray images. The
method that we propose is convolutional neural network
as the most effective deep learning technique for machine
learning visual patterns recognition. Network was trained
on a small database of X-ray images. We can conclude
that after training the model with 20 epochs, we got a
maximum accuracy of 98 percentage which means that the
model has a high degree of accuracy. Nevertheless, further
upgrades and increases in the collection of recordings are
needed for future training and testing. By applying a larger
database, and additional tools and libraries the model
training process will improve and testing will show better
results. After that the well-designed model could be
implemented to use in a real situation.

Combining the model of convolutional neural network
for covid-19 detection from X-ray images of the patients

with other data gathered from the medical record of the
patients, such as coughing for example, could be one of
future steps in our research that will improve the precision
and speed up the process of establishing the diagnosis for
the patients and simplify the procedures for the medical
staff.

Implementing another technique from artificial
intelligence combined with convolutional neural network
could speed up the process of recovering for the patients
and save lives, at the same time, save money, save time
and save energy for paying attention to other diseases and
patients. We have started analysis of this issues and that
will be focus on our future research.
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Extraction i1 E-Learning
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Abstract - This paper presents the new structural design on
the e-learning aid system currently in development at
Computer Science Department of the University of Ni§,
Faculty of Electronic Engineering. The system enables the
student to query the lecture in plain or rich text format for
any existing relations between keywords, thus reducing the
learning time and eliminating the student's need to
periodically back up in order to review definitions of terms
in order to infer their mutual relation. This is achieved
through the graphical user interface, by the drag and drop
operation performed on the chosen keywords, which
triggers the query on the database of relations. The database
can be developed manually or inferred based on any existing
set of relations, and any database of relations can be applied
to any chosen textual document, thus enabling cross-domain
application. The paper describes the current state of
development of the system, as well as possible directions for
further research. Research presented supported by the
University of Nis.

Keywords: e-learning, manual semantic extraction, aid
system
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Abstract — As a result of using newest technical
opportunities in contemporary medical diagnostics, there
is need for compression of medical images that requires
special approach. In order to achieve to best possible
archiving and transporting of medical data, special
algorithms have been developed. Modern medicine
cannot be imagined without utilization of informational
technologies. In this paper, 4D compression technique are
analyzed based on the reviewed literature. The main goal
was to determine where 4D compression is applied. 4D
compression has been found to be used for diagnosis,
including 4D MRI, 4D CT and PET scans.

Keywords: 4D compression, medical image, lossy, lossless,
MRI, PET, CT, SPECT

l. INTRODUCTION

With the increasing use of medical imaging in
clinical diagnosis, there is a need for a fast and safe
method for sharing a large number of medical imaging
among healthcare professionals [1]. Medical imaging is
playing an increasingly important role in modern
healthcare where is used for noninvasive diagnostics,
therapy planning, and follow-up evaluations. The most
updated imaging technologies offer enhanced features
including additional levels of morphological and
anatomical details as well as functional mapping.
Among these advanced technologies, 4D imaging is
experiencing growing popularity for its capability of
producing a three-dimensional view of the object while
at the same time monitoring the object over time (time
is the fourth dimension)[2]. The lossless approach
ensures that the output image (reconstructed) to be
equivalent to the original input image after performing
compression. Unfortunately, the scheme can only attain
minimal compression. Even in lossy approach, the
output image possess certain level of degradation as
compared to original input image. The prime reason for
this is because the redundancies lying within the image
is rejected by the compression technique. Fortunately,
lossy technique can accomplish higher degress of
compression along with better retention of perceptual
quality compared to lossless schemes|[3].

Four-dimensional (4D) medical images are
increasingly used in diagnosis, including 4D MRI, 4D
CT, and PET scans [4][5]. Without efficient
compression, large amounts of data would easily
overwhelm storage and transmission systems. Doctors
want lossless compression for accurate diagnosis and
treatment, as well as in accordance with legal and

regulatory requirements. Although there has been
extensive work on the compression of still (2D) and
volume (3D) images without loss and loss, the problem
of 4D image compression is a relatively new research
area [4].

This paper analyzes the 4D compression technique.
The aim of this paper is to show what the 4D
compression technique is used for and to explore all
the potentional uses of 4D compression.

1. BACKGROUND OF MEDICAL IMAGES

All modern medical imaging devices (imaging
modalities) such as X-ray, CT (computed tomography)
scan, and MRI (magnetic resonance imaging) use
DICOM. The DICOM standard (Digital Imaging and
Communications in Medicine) is a set of rules that
allows trading of medical images and information
between hospitals and computers [6][7]. Image
archiving and communication systems (PACS) enable
archiving, review and distribution of medical images. It
is a system used for manipulation of medical images
and information, communicates with hospital
information systems, radiological information systems,
departmental information systems etc[8]. Detecting and
analysing the diseases has become Significant role
played by the medical imaging devices in detecting,
analyzing the diseases. Many medical imaging
equipment’s like X-Ray, CT SCAN, PET SCAN,
SPECT etc., are in the market by different vendors like
GE, SIEMENS, PHILIPS etc., Many of the
equipment’s are 2D and even 3D/4D. All medical
modalities have built in native image file format
usually DICOM [9]. Based on the dimensionality
medical images are classified as 2D, 3D, 4D. 2D
medical images representation of object in 2 axis i.e. X
axis and Y axis. 3D medical images representation of
object in 3 axis i.e. X, Y and Z axis. 4D medical
images represents 3D and time series [9].

A. CT (COMPUTED TOMOGRAPHY)

CT scanning uses special X-ray equipment to take
multiple images from different angles around the body.
The computer processes the information from the
images and creates an image that shows a cross section
of the area being examined. CT scanning is mainly
suitable for studying parts of the chest and abdomen of
the human body. Four-dimensional computed
tomography is a dynamic system for imaging the
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extent of moving organs with
comparable to conventional CT [9].

B. MRl (MAGNETIC RESONANCE IMAGING)

An MRI machine or scanner uses a powerful
magnet and radio waves linked to a computer to create
remarkably clear and detailed cross sectional images of
the body. MRI can be used to view, monitor and
diagnose spinal, joint or muscle problem, abdominal
tumors and disorders, brain tumors and abnormal
breast cancer, heart or blood vessel problems. 4D MRI
can be used to visualization of complex flow patterns
associated with healthy and pathologic of blood
movement[9].

C. PET (POSITRON EMISSION TOMOGRAPHY)

Scan uses radiation or nuclear medicine imaging, to
produce 3 dimensional, color images of the functional
processes within the human body. It is mainly used in
diagnosing epilepsy cancer. 4D PET scans and outlined
a PET imaging technique that reduces image blurring
arising from respiratory motion[9].

D. SPECT (SINGLE PHOTON EMISSION
COMPUTED TOMOGRAPHY)

The scan provides highly functional information
about the patient's specific organ or body system.
SPECT is one of the best tools used to diagnose the
brain, heart, kidneys, etc., and also to detect tumors in
the body, because it provides information about blood
flow, body temperature, etc[9].

image quality

11. APPLICATION OF 4D MEDICAL IMAGE

4D imaging is finding application in various
branches of medicine, the most common being
oncology, cardiology, and neurology, and is
contributing to understand disease progression, locate
abnormalities, fine-tune radiation dosage, assess
therapy efficacy, and monitor disease remission or
spread. 4D imaging is also becoming a useful tool in
image-guided surgery (IGS). Also known as surgical
navigation, IGS is a method for performing a surgery
with the aid of one or more imaging systems. In IGS,
typically, 4D imaging is utilized to obtain preoperative
images. Preoperative images show a view of the
patient’s anatomy and are combined to generate a
digital map, which is used by the surgeon to precisely
position and orientate his surgical tools. Lately, 4D
imaging systems for intraoperative imaging have also
been introduced. These instruments are for the most
part multimodal systems that not only provide images
but also supply a therapeutic agent [2].

As technology continues to advance and evolve,
innovators are constantly creating new ways to detect,
diagnose, and treat disease with the help of medical
imaging technology-including 3D and 4D models that
push the frontiers of medical science. Advancements in
3D and 4D imaging technology facilitate efficient and
accurate real-time visualization of the human body
while minimizing distortion for the patient [10].
Advanced of 4D imaging method makes image
analysis much faster and more accurate than ever [11].
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Dynamic volumetric (four dimensional- 4D)
medical images are typically huge in file size and
require a vast amount of resources for storage and
transmission purposes[12]. Dynamic medical imaging
modalities enable the examination of functional and
mechanical properties of the human body and are used
for clinical applications, e.g., 4D CT for respiratory
organ motion modelling, 4D MR imaging for
functional heart analysis and 4D ultrasound (US) for
echocardiography analysis. These 4D modalities have
high spatial (volumetric) and temporal (time sequence)
sampling rate to capture the periodic motion cycles of
organ activities, and this information is used for
clinical decision making. However, the acquisition of
these dynamic images requires larger radiation doses
which may cause harm to humans, and longer image
scanning and reconstruction times; these factors limit
the use of 4D imaging modalities to broader clinical
applications[13]. 4D medical images consist of 3D
images (volumes) captured at different time points,
with each volume comprised of 2D images (slices).
These data are usually huge in file size and pose a big
burden on the resources needed to store them for future
study and follow up. With the increasing use of
telemedicine and the picture archiving and
communications system (PACS), there is also a need to
quickly transmit these data over limited band width
channels. Hence, it has become essential to design
efficient lossless compression methods for storage and
transmission of 4D medical images. Since lossless
compression of 4D medical images is still a relatively
new area of research, 3D and 2D lossless compression
algorithms are often used to compress volumes or
slices independently. Current state-of-the-art 2D and
3D compression methods use mainly wavelet
transforms or prediction coding to decorrelate the data
and improve the compression performance. However,
these compression methods fail to exploit redundancies
in all four dimensions. Few methods that exploit
redundancies in all four dimensions have been
proposed using either 4D wavelet transforms or 3D
motion  compensation. However, the lossless
compression ratios achieved by these approaches
remain comparable to those achieved by state-of-the-
art 3D compression techniques, such as 3D-JPEG2000,
thus leaving room for much needed improvement [12].

Recent advances in computer science and image
technology have led to the innovative development of
cardiovascular imaging. Recent three-dimensional
volumetric computed tomography (CT) has increased
the diagnostic accuracy of aortic and coronary artery
disease, and scintigraphic imaging on color maps
provides functional information on ventricular muscle
viability, and computer-controlled film films are much
more convenient than use. film images. Blood flow
imaging is a new trend in cardiovascular imaging. Two
types of blood flow imaging tools are available today:
measurement-based flow visualization, including 4D
flow magnetic resonance imaging, or echocardiography

flow visualization software and computer flow
simulation based on CF dynamics). MRI and
echocardiography ~ flow  visualization  provides

measured blood flow, but has limitations in temporal
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and spatial resolution, while CFD flow calculates flow
according to assumptions instead of flow measurement
and has fine enough resolution to limit computer
memory, and allows even virtual surgery combined
with computer graphics. Blood flow imaging can
provide useful information for the development of
predictive medicine in cardiovascular diseases and can
lead to discoveries in cardiovascular surgery,
especially in the decision-making process. Tools based
on flow measurement are 4D magnetic resonance
imaging and VFM echocardiography, both of which
have limitations in temporal and spatial resolutions, but
can visualize complicated flow by moving the heart
chamber or valve. CFD simulation is a method of flow
calculation with sufficiently fine resolution, but it
depends on the calculation assumption. CFD
simulation enables virtual surgery on a computer in
combination with computer graphics. Blood flow
imaging provides several predictive parameters of
mechanical stress caused by diseased flow. Choosing
the appropriate way to visualize the flow for each
characteristic clinical situation is essential for the
efficient use of blood flow images [14].

External beam radiation therapy (RT) is one of the
main cancer therapies for lung cancer. Breathing and
heart motion during irradiation causes significant
variations in organ and target geometry in the order of
several centimeters. This increases the dose to healthy
tissue and reduces the dose to the target area, impairing
the balance between complications and cure. 4D RT
aims at compensating the deformation uncertainty by
incorporating the motion characteristics into the dose
calculation or gating the treatment device in phase with
the motion pattern. These techniques require a patient-
specific motion model. With the advent of multi-slice
CT, 4D image acquisition of dynamic processes such
as breathing is now becoming possible [15].

The new 4D image reconstruction methods
incorporate additional models of the respiratory and
cardiac motion of the patient to reduce image blurring
due to respiratory motion and image noise of the
cardiac-gated frames of the 4D cardiac-gated images.
They describe respiratory motion estimation and gating
method based on patient PET list-mode data. The
estimated respiratory motion is applied to the
respiratory gated data to reduce respiratory motion
blur. The gated cardiac images derived from the list-
model data are used to estimate cardiac motion. They
are then used in the cardiac-gated images summing the
motion-transformed  cardiac-gated  images  for
significant reduction in the gated images noise. Dual
respiratory and cardiac motion compensation is
achieved by combining the respiratory and cardiac
motion compensation steps. The results are further
significant improvements of the 4D gated cardiac PET
images. The much improved gated cardiac PET image
quality increases the visibility of anatomical details of
the heart, which can be explored to provide more
accurate estimation of the cardiac motion vector field
and cardiac contractility [16]. The development of
quantitative image reconstruction in medical imaging,
including emission computed tomography (ECT) and
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x-ray CT, has recently shifted from three-dimensional
to four-dimensional, i.e., the inclusion of the time
dimension. There are two major goals for this
development. First is to reduce reconstructed image
artifacts due to patient motion. In particular,
compensation of involuntary patient motion, e.g.,
respiratory motion, that causes resolution loss has
received much attention. Second is to improve the
temporal resolution of dynamic images for improved
detection of global and regional motion abnormalities [
16].

In recent years, development in non-invasive and
painless medical imaging such as CT or MRI, has
improved the process of diseases diagnosis and
clarification, including tumours, cysts, injuries, and
cancers. The fullbody scanner with superior spatial
resolution provides essential details of complicated
anatomical structures for effective diagnostics.
However, it is challenging for a physician in glance
over a large data-set of over hundreds or even
thousands of images (2D “slices of the body). When a
doctor wants to view a patient’s CT or MRI scans for
analysing, he needs to review and compare among
many layers of 2D image stacks (many 2D slices make
a 3D stack). If the patient is scanned multiple time
(three consecutive months, for instance) to confirm the
growth of the tumours, the dataset is turned to be 4D
(time-stamp added). The manual analysing process is
time-consuming, troublesome and labour intensive.
The innovation of Augmented Reality (AR) in the last
few decades allows to illuminate this problem. In one
study, authors propose an AR technique which assists
the doctor in instantly accessing and viewing a patients
set of medical images quickly and easily. The doctor
can use an optical head-mounted display such as the
Google Glass, or a VR Headset such as the Samsung
Gear VR, or a general smartphone such as the Apple
iPhone X. He looks at one palm-sized AR Tag with
patients document embedded with a QR code, and the
smart device could detect and download the patients
data using the decrypted QR code and display layers of
CT or MRI images right on top of the AR tag. Looking
in and out from the tag allows the doctor to see the
above or below of the current viewing layer. Shifting
the looking orientation left or right allows the doctor to
see the same layer of images but in different timestamp
(e.g. previous or next monthly scans). Their obtained
results demonstrated that this technique enhances the
diagnosing process, save cost and time for medical
practice [17].

Medical image data (Ultrasonography, Computed
Tomography, Magnetic Resonance Imaging etc.)
consumes maximum storage and utilize maximum
bandwidth for transmission that often results in
degradation of image quality. Due to these inherent
issues in such type of images, compression is the only
applicable technique explored [3].
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V. 4D ALGORITHMS

In the text that follows 4D algorithm in medicine
will be presented.

A. 4D compression

This model is presented as one of the possible
solutions for the problem, a large amount data that
cannot be stored so easily. This model can be divided
into two main parts: exploring temporal redundancies
and exploring frequency redundancies. Analyzing the
shape of the original 4D dataset based on edge
detection is the purpose of temporal analysis. Kernel
then decides how the dataset is going to be segmented
by the contours and characteristics. CNN convolutional
neural networks) enables every segment subvolume, to
have their own motion field, and every subvolume to
be independent from others. Frequency redundancies,
are removed after finishing with temporal
redundancies, using 3D wavelet transform[18].

B. Temporal redundancies

For temporal redundancies, time analysis is of the
great importance. Time analysis requires registration of
object and statical analysis. Static analysis is based
ondividing data into time frames that can be observed
how each frame is trying to match shape that is
presented in kernel. In real time, every object is
moving different motion in the space and time, so it is
important to look on every object separately[7].

C. 3D canny edge detectorbased segmentation

3D canny edge detector can be used for detecting
edges. “The edge gradient of volumetric object can be
by gradient components for each voxel. Second step is
to estimate edge strength with the orientation of edge
normal”[18].

D. Surface Extraction

Every 3D object can be described based on shape
of his surface. This description are wused for
classification object and movement predictions while
compressing. HK segmentation is well-known method
that allows finding patches of various shape for objects
that as a result is giving visible object surface [18]. HK
method is dividing object into homogeneous regions
that are called homogenous surface patches. “For a
given range object, the goal is to compute a new object
registered with and with the same size in which each
voxel is associated with a local shape class selected
from a given dictionary” [18]. To complete the job,
two tools are required: the dictionary of shape classes
and the algorithm, that willdetermine which class give
the best approximation of the surface for every voxel
separately[ 18].

E. Estimating the motion field

“In estimating the motion field of segmented
subvolume the basic assumption is that the motion field
is well approximated by a constant vector field within
any small region of the object plane. The optical flow
is the approximation of the motion field which can be
computed from time-varying volumetric sequences
[18].”
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F. Motion parameters for neural network

The gold is to recreate motion of object, but that
requires tie analysis to synthesis. Semantics of the
system that will do visualization the motion needs to be
known. Action and parameters should be linked to the
3D model, in order to recreate the motion. This model
converts result into visual parameters that will build
motion field, which is previously mentioned[18].

G. Frequency redundancies

Fast wavelet transform is used to explore frequency
redundancies of still 3D object. Using wavelet
transformation, the original data is decomposed on low
and high coefficient frequency. One-dimensional
wavelet is used on every row, column and in depth
separately, for each voxel values. As result, average
value is presented with coefficient[18].

H. Fast 3D wavelet transform

“The fast wavelet transform is computed with
filters that are separable products of one-dimensional
low-pass h[n] and high-pass g[n] filters”[18].

depth

Fig 1. Three-dimensional decomposition and subsampling along
rows, columns and depth[18]

V. DiscussioN

In one study authors extend initial ideas presented
in by proposing a novel lossless compression method
that fully exploits redundancies in all dimensions of 4D
medical images. Their new method decorrelates the
data in the spatial and temporal dimensions by
recursively  applying a  multi-frame  motion
compensation process that employs a full 4D search
with variable block-sizes and bi directional prediction.
Redundancies in the resulting motion vectors are also
reduced using a novel differential coding algorithm,
while the residual data is losslessly compressed using a
new context based adaptive binary arithmetic coder.
Performance evaluations show that proposed method
provides a significant improvement in compression
ratio compared to current stat-of-the-art such as
JPEG2000, 3D-JPEG2000 and H.264/AVC[19].

In second study it is presented a lossless
compression technique for 4D medical images which is
based on the H.264/AVC video coding standard. This
compression technique discover efficiently temporal
and spatial redundancies between 2D image slices and
3D images in 4D medical images and eliminates any
concerns that can harm the quality of the image while
compressing the same. Result of this technique shows
the performance that is better for 70% percent from
current 4D compression methods. This paper also
shows that this compression technique is most valuable
for compressing images from big scans such as MRI,
PET, CT etc. In the following paper written by Hui
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Yun et al, it is presented another solution in form of
MP4 video coder for compression of 4D images in
medicine. The size of 4D-CBCT is larger with every
day and that became a burden to hard drive memory
space of the hospital. For example, lung cancer patient
with daily 4D-CBCT scan (33 fractions, 3-mm slice
thickness, and 10 breathing phases), the total size of
4DCBCT images in the whole treatment courses would
be approximately 8 GB. For a cancer center treated
with 300 patients per day, if only 10% of patients were
using 4D-CBCT scan, the total size of images would be
240 GB per day and approximately 5 TB per month.
To transfer and backup such huge amount of 4D-CBCT
data would be a challenge for a busy clinic. MP4
shown better result from MJ2 and AVI video coders,
the size of the file that is compressed can be reduce to
the 99% percent from the original size [20].

Recent work of 4D lossless medical image
compression is based on the application of techniques
derived from video compression to effectively
eliminate redundant parts in different image
dimensions. In this context, some authors presented a
new approach to 4D lossless medical image
compression consisting of applying 2D wave
transformation in spatial directions, followed or not by
lifting the transformation or compensating for
movement in the direction between sections, and the
resulting sections are encoded by 3D SPIHT. Their
approach was compared to 3D SPIHT with / without
motion compensation. The results show that their
approach  offers  better lossless  compression
performance [21].

Diagnostic imaging, especially brain imaging today
widely developed involving more and more modalities.
The size of the image data set then becomes very large.
This is not only a problem due to problems with
storage space, but also due to reliable data
communication as in cloud architecture. The author 's
goal was to develop a new method called sequential -
preserving differences to compress a set of brain image
data using redundancy in 4D format. They tested their
method with actual clinical patient data produced by
CT Perfusion and measured the compression ratio as
well as the strength of the compression rate to assess
performance. With 10 data sets, they have an average
compression rate of 0.53 and space savings of more
than 47%. This method is lossless, and the degree of
compression was acceptable, which makes it suitable
for application in cloud architecture [22].

VI. CONCLUSION

4D image compression is a relatively new research
area. 4D data is commonly used for compression od
medical images that are recorded for the patients with
the cancer. By this it was meant the images from the
big scans such as MRI, PET, CT. This data
compression is very simple, choosing folder with the
3D images that we want to transform into 4D and the
folder where we want to save it. Since 4D compression
is a newer area, the research could be conducted in a
few years when this data compression technique is
more applied.  Currently, there exists abundant
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research works on medical image compression
considering lossy and lossless types, but the need of
medical images to be compressed efficiently with
optimal compression ratio is yet a question mark.
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Abstract — In this paper we present the implemented
software solution to visualize lap time data of Formula One
Drivers on a chosen Circuit using Windows Presentation
Foundation (WPF) Framework. We introduce three ways of
comparing and visualizing Formula One lap time data, as
well as a simple lap time prediction algorithm based on
selected driver’s previous performance on the chosen
circuit, with its results also visualized to be compared with
actual race lap times.

. INTRODUCTION

Formula One is a racing World Championship
established in 1950. Today, ten race teams (constructors)
with two cars and drivers each compete during a, on
average, twenty race (Grand Prix) long season for the
Constructor's and the Driver's Championship.

Drivers are awarded championship points depending
on their finishing positions in a race, with the 10 best
placed drivers score points, and each team gets the
number of points which is the total of what their drivers
scored in that particular race.

The sport itself is governed by the Fédération
Internationale de I'Automobile (FIA), that decides the
regulations, both sporting and technical for its single
seater open wheel and open cockpit racing cars.

Formula One teams and drivers compete over a race
weekend which consists of two hour-long free practice
sessions on Friday, one hour long free practice and one
qualifying session on Saturday and a race on Sunday.
During a free practice session, the racing circuit is free for
the drivers to post lap times and set up the cars to their
liking, but in accordance with circuit configuration and
weather conditions.

With every outing of a single car on the circuit, the
teams gather large amounts of data for almost every car
component, and next to that, every car is fitted with a
transponder in order to follow the car's position as well as
the time it takes for the car to complete a lap.

Using this data, the engineers of Formula One teams
can get an understanding of their driver's pace during a
stint (a set of consecutive laps driven) and how the
different sets of tires perform. These are the factors at the
center of the Race Strategy, which is the team’s plan on
what lap their driver should change tires. All this data can
be visualized in different ways, with one of them being a
lap chart, displayed in Figure 1.
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Figure 1. Official Formula One lap chart for the 2021 Styrian Grand
Prix

1. BACKGROUND AND RELATED WORK

A. Sport Data Visualization

As with Formula One, other sports have a long
tradition of data collection and reporting. Sport data is
becoming more and more interesting for information
visualization, visual analytics and data science, since
through it, static and dynamic patterns can be identified

[1].

Visualization can be characterized as a technique of
creating images, diagrams or animations to convey a
message. Data Visualization is a sub-category of
visualization that enables graphic representation of data,
utilizing charts, graphs or maps. Users can see, recognize
and quickly recollect images, but also detect changes in
color, size, shapes, movement etc.

B. Related Work

In [1], Perin et al. identified three types of sports data
that are used in visualization:

e hox-score designates the statistical summary
of a game. The authors use this term to
describe any discrete data referencing in-
game events. These include summary
statistics, and finer-grained data. This type of
data is often simple and small-scale, but it is
diverse and results in a wide variety of
visualization ~ approaches. = The  most
interesting approach for this paper with box-
score data is showing relative differences,
with relative times being shown. Charts
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presented here were ling, column and step
line charts.

tracking data is collected utilizing machine
vision to gather precise spatio-temporal
information about the players and equipment
in real-time during the course of play.
Visualization of this data type follows
trajectories of player movement or density
and areas that a player or a team occupied the
most on the field.

meta-data adds context to the events that the
previous two capture. These concern rules,
stadiums, physical characteristics of players,
kit colors, team badges etc. Visualization can
add championship logo, team colors, player
nationalities, tournament brackets,
predictions etc.

The role that visualization finds in sports is to be of
use for analytical purposes, in order to get better
understanding and gain insight about the data, and for
narrative purposes, to present data in a way that is much
easier to understand.

Sulsters presented a way to simulate Formula One race
strategies in [2]. They built a simulation model that can
determine the optimal race strategy utilizing the same lap
time data source as the used for this paper. Their model
uses discrete-event simulation to simulate lap times of
drivers during a race, with imitation of other on-circuit
events that affect lap times. The simulation model was
better with predicting the end positions and worse when it
came to predicting race times. Results of the simulation
were presented with overall race results and total race
time, and were not visualized in any way.

Interactive, calendar-based web visualization tool, that
was the result of [3] has a similar idea to our visualization
software with the same data source. Lampprech et al.
presented races in a heatmap depending on the fastest lap
driven, and by selecting a race, user will see two charts
with single color-coding approach, faster the lap or better
the finishing position is, the color chosen is dark green,
while on the opposite end the color chosen is red, which
means that not all drivers will ever be presented with the
same color. There are options available to isolate specific
drivers’ lap representation and zoom to a specific part of
the data displayed.

Visualization of player performance in the Overwatch
video game gave another data visualization approach in
[4]. For every aspect of the game, Braun et al. arranged
data clusters along the X-Axis, while the values were
arranged along the Y-Axis. Every value presented on the
chart, was marked with a ,,X* symbol, while the average
value was marked with a horizontal line that is parallel to
the X-Axis, and in turn serves as a referent value. Average
value of every data cluster was marked with a ,,+* symbol
which gives an opportunity of comparing with the total
average value, and to compare data between the clusters.

Skau and Kosara, in [5] researched how people
perceive and read pie and donut charts, and give
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recommendations how to use these types of charts. One of
their discoveries is that the central angle is not the only,
nor the primary factor when reading pie charts. Also, the
center can be removed and not affect the precision of the
chart reading. On the other hand, area-only charts resulted
as being surprisingly effective. When approaching the
radius of the pie chart, changing it interfered with people’s
ability to read the chart, and the authors call for this to be
avoided.

In [6], Ottley, Kaszowska, Crouser and Peck utilized
eye tracking to see how people extract information from
text and visualization. Visualization was better for
information retrieval, while textual data got more attention
from people. Neither visualization nor text alone was
effective in aiding information retrieval and processing.
One way that the authors found could be the way to bridge
the gap is to employ both representations in an interactive
visualization, and take advantage of what text and
visualization provide.

I1l.  MATERIALS, METHODS AND PROPOSED SOLUTION

A. Data

The Formula One data is provided by an internet API,
ergast.com/mrd. It provides the user with both box-score
and meta-data that consists of both drivers, teams and
circuits data, and also the subject of this paper, lap times
and other race result data.

API queries require a GET request with arguments that
define what data will be retrieved. There is a
predetermined caching period, which lasts one hour from
the first retrieval of a specific dataset, but the caching time
can be changed.

Ergast API cannot take more than four queries per
second and 200 queries per hour, which limits data
availability to some degree, but we took that into
consideration when approaching the interaction and
visualization options.

Lap time data, when being used for processing, is
represented in seconds, while when it is being represented
in textual form is shown in mm:ss.sss format. When
presenting lap times of a specific driver, the chart is
colored in the color of the driver’s team.

B. Visualization Options

The software is made using the Windows Presentation
Foundation (WPF), where we organized our software into
five windows.

Starting (Main) Window offers to the user to choose
the data to visualize: lap times of a driver in a single race,
compare the lap times of a driver in a race in two different
seasons, or compare the lap times of two drivers in a race.

The user selects the season (2019, 2020 or 2021), the
race name, and driver name depending on the data he
wants to visualize, and gets the resulting chart.
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Silverstone Circuit, CHARLES LECLERC
Constructor: Ferrari, Finishing Position: 2, Fastest Lap: 1:30.569

Number of laps driven in relation to the gap o the
fastest lap of the race: L28.617

Figure 2. Visualization of lap times of a driver in a single race

Visualization of lap times of driver in a single race is
represented with a point chart and a heatmap. The point
chart represents all of the lap times in a race and it is
shown with a vertical line that corresponds to the time of
the second lap, which is the first competitively posted lap
time in a race after lap one, where drivers do a standing
start, so the user can get an understanding of the driver’s
race pace. This solution is inspired by the results presented
in [4].

Circuit and driver name are also shown, along with
driver’s team name, finishing position in the race and the
fastest lap time the driver posted during the race. The
heatmap on the side shows how many laps did the chosen
driver drive with a specific gap to the overall fastest time
of the race, where the gaps are: up to 0.3 seconds, from
0.3 to 0.6 seconds, from 0.6 to 1 second, from 1 to 1.3
seconds, from 1.3 to 1.6 seconds, from 1.6 to 2 seconds or
more than 2 seconds. This visualization solution is
displayed in Figure 2.

Visualization of the comparison of the chosen driver’s
lap times in a race in two different seasons is represented
as a column chart with two bars being shown for each lap.
Since the chart is showing multiple data for a single
driver, to escape using the same color twice, the second
bar is shown half transparent.

The same text data is shown as in the previous
visualization solution with options to zoom and move
through the zoomed-in chart. Another part of this
visualization solution is a pie chart variant that shows total
race time for the driver in both seasons. This visualization

NDO NORRIS:
hing Position: 3, Fastest Lapt 118.259
Pasi

ition: 8, Fastest Lag: B.0EY

Figure 3.
chosen race in two odifferent seasons

Visualization of lap times comparison for a chosen driver in a
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solution is displayed in Figure 3.

Visualization of the comparison between the lap times
of two drivers in the same race is shown with the race and
circuit name, along with relevant race data for both
drivers: their names and team colors, gap between the first
and the second driver chosen, their respective fastest lap
of the race, and the average speed of the fastest lap
displayed with a speed-o-meter graphic and text label with
the time itself, a solution that was proposed in [6].

Next to that, there is a Nightingale Rose Chart (pie
chart with varying radii), which represents drivers’ lap
times with the slower lap time showing with the maximum
radius, while the faster lap time is showing with a radius
that goes up to the percentage of the gap between the laps
in relation to the slower lap time.

With this type of chart not having Data labels, starting
point of the chart is displayed in form of an arrow, that
shows where the times for the first lap are shown. This
visualization solution is displayed in Figure 4. Even
though in [5], varying radii pie charts were presented as a
bad solution, here it can be used to show which driver had
better pace overall.

All of the described charts have tooltips with data
values. When the user moves his mouse pointer over a
particular chart area, they will be presented with a tooltip
that shows the chart value.

18698

Figure 4. Visualization of lap times comparison of two drivers for a chosen

race
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C. Prediction Algorithm

Lap time prediction works in a similar way to
visualization, it can be chosen as an option in the Main
Window, with the additional data input being the first
timed lap of a driver in the race (in seconds).

Depending on the time given, the algorithm will take
all of the times from the chosen race in the last two years
that the chosen driver has driven. Then, depending on the
gaps between the first lap and the subsequent laps in the
races, it will calculate the lap times for the chosen race
when looking at the relative pace of the chosen driver in
that race in the past:

e If the chosen driver has driven in only one
occurrence of race chosen in the past, the
algorithm will take his pace relative to the
first lap of that race and apply those lap time
gaps to the time provided.

e If the chosen driver has driven in two
occurrences of race chosen in the past, the
algorithm will take 60% of the most recent
race pace relative to the first lap and 40% of
the other and combine them to apply lap time
gaps to the time provided.

e If the chosen driver has driven in three
occurrences of race chosen in the past, the
algorithm will take 50% of the most recent
race pace relative to the first lap, 30% of the
race in the middle, and 20% of the oldest
race, and combine them to apply lap time
gaps to the time provided.

e If the chosen driver has driven in four
occurrences of race chosen in the past, the
algorithm will take 30% of the most recent
race pace relative to the first lap, 25% of the
two races in the middle, and 20% of the
oldest race, and combine them to apply lap
time gaps to the time provided.

These lap times are visualized with a line chart where
the prediction times are shown in purple color, while the
actual lap times of the chosen race for the driver are
shown in his team’s color, so the user can understand how
precise the prediction was.

The prediction algorithm also finds the fastest lap out
of the laps predicted and displays it next to the actual
fastest lap, so that they can also be compared. This chart
solution also offers the zoom option, along with the option
to move through the zoomed-in chart. This is displayed in
Figure 5.

IV. PREDICTION RESULTS

There are three possible outcomes (limitations) to the
prediction algorithm:

1. With any incident or stoppage during lap one,
the subsequent predicted laps could be much
slower than the actual laps, since the
reference point is a slow lap time. Example
used: Pierre Gasly, Hungarian Grand Prix,
2021

Figure 5. Visualization of actual and predicted lap times for a chosen
driver in a chosen race

2. With a regular lap one, the prediction
algorithm can be quite close to the actual lap
times if the driver continues with good pace
similar to the past seasons. Example used:
Valtteri Bottas, Austrian Grand Prix, 2021

3. With a regular lap one, the driver can
experience technical glitches that would
hamper his pace, or if he is driving a car that
does not perform as good as the cars he drove
in past seasons, his actual times might be
slower than those predicted. Example used:
Daniel Ricciardo, British Grand Prix, 2021

These outcomes are shown in relation to the predicted
fastest lap in Table 1.

V. CONCLUSION

Result of this paper is WPF implemented software that
proposes different ways to present similar datasets. It
could also have been used to visualize any lap time data
that comes from the Ergast API, like those simulated in
[2]. The API’s limitations were bypassed by getting all of
the race lap times in a single query, and not having to take
one lap time per query.

There are different ways to compare data, but also to
inspect it more closely with options to zoom, move
through the zoomed-in parts of the charts, and read the
values from the tooltips provided.

When looking at future work, model of this solution
could be expanded to be more similar to the one showed
in [2] and offer comparison of driver pace when running
on a chosen tire compound.

The prediction algorithm could be modified further, so
that it takes data for two or more drivers and shows the

TABLE I THREE OUTCOMES: ACTUAL AND PREDICTED LAP TIMES
Actual Lap Time Predicted Lap Time
Outcome 1 1:20.359 (41.17823:8010}?(‘13;73I0wer)
Outcome 2 1:08.375 (0.147 ]s.:eggﬁ?jgilower)
Outcome 3 1.31.284 (almost ;‘(.)ls]égo?gls faster)
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prediction of their lap times on the same chart. We would
also look at some other performance visualizing charts,
similar to the one proposed in [4], and find ways to utilize
them with these datasets. Finally, one interesting
challenge would be to transfer this software into a smart
phone app.
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Abstract - The Internet of Things (10T) is a growing area
of research in the context of smart cities. The need for
remotely accessible data and information / knowledge on
the technical performance of buildings, at any time, from
anywhere, regardless of the type of parameters, together
with the need for full remote control will lead to the
development of 10T for buildings. "Intelligent Buildings"
(IBs) are designed with this technology to optimize the
performance of their life cycle. The aim of this paper was
to find architectures for application in smart buildings,
predominantly architectures applied in the field of
energy. Efficient management of heating, ventilation and
air conditioning (HVAC) systems in smart buildings is
one of the main applications of the loT paradigm. The
10T architecture for the application of the HVAC model
predictive control system (MPC) in a real environment is
presented. Thanks to the proposed loT-based
architecture, the sensor, control and drive subsystems are
connected to the Internet, and a remote interface with the
HVAC control system is guaranteed to end users. The
design and application of a presence sensor platform that
can be used to accurately detect occupancy at the level of
individual offices is also presented. Their presence sensor
is cheap, wireless and can be gradually applied in existing
buildings, and significant opportunities for energy savings
have been discovered.

Key words: 10T, architecture, smart city, smart buildings,
HVAC system, energy

. INTRODUCTION

Smart cities concepts focus on the main changes in
people's lifestyle from traditional to technological
solutions. Technological solutions are being proposed
to increase citizen's quality of life. Smart cities deal
with the deployment of a network of devices (including
0T, mobile, and sensors devices). 10T data sources can
connect to different data sources in the smart cities,
including third-party applications and other related
databases [1]. 10T is emerging as the next big wave of
digital presence for billions of devices on the Internet.

2.

Smart Buildings are essential building blocks of
Smart Cities. Intelligent buildings (IB) have been
gaining increasing interest in recent years, as various
IB technologies have been developed. The European
Group on Intelligent Construction (UK) or the Institute
for Intelligent Construction (USA) are focused on 1B
from a performance perspective. Therefore, the focus
from this point of view is on user comfort, the ability to
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quickly adapt to changing user needs, efficiently
manage resources and minimize life cycle costs. 1B
should be viewed from a multi-industrial perspective,

including the right combination of architecture,
structure, information  technology, automation,
environment and energy, services and facility

management, such as minimizing life cycle costs,
maximizing comfort and adapting properly to cultural
incentives [3]. A smart building is any structure that
uses automated processes to automatically control the
building’s operations including heating, ventilation, air
conditioning, lighting, security and other systems. A
smart building uses sensors, actuators and microchips,
in order to collect data and manage it according to a
business’ functions and services. This infrastructure
helps owners, operators and facility managers improve
asset reliability and performance, which reduces energy
use, optimizes how space is used and minimizes the
environmental impact of buildings [4].

This paper presents architectures which apply in the
concept of smart buildings in field of energy.

Il. 10T AND SMART BUILDING

A smart city is defined as a city ecosystem that
leverages connected technologies for the purpose of the
betterment of city operations and intelligent near real-
time decision making [5]. Smart cities are based on
autonomous and distributed infrastructure that includes
intelligent information processing and control systems
heterogeneous network infrastructure, and ubiquitous
sensing involving millions of information sources [6].
The Smart Cities architectures envisioned or
implemented up to date deal mostly with use cases
from the following categories: energy, waste disposal,
environmental management, and transport [7][8]. A
city usually consists of a very complex system of
different types of infrastructure like ICT infrastructure,
civil engineering infrastructure, social networks,
financial network, etc. All of these systems require
management effort like monitoring, reporting, and
interaction to ensure efficient performance of all
activities [9]. The loT can be defined as a set of
interconnected objects, sensors, electronic devices and
services which can help a human to perform his tasks
and duties from anywhere [10]. The devices are
connected with the web using different technologies
such as ZigBee, Bluetooth, etc. The communication
between the devices and the user is carried out using a
web-based infrastructure using the Mesh services [10].
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According to some authors, term lot was first used in
1998 [11]. The number of deployed loT devices by
2021 just for smart buildings would be around 10.8
billion (2.8 billion for residential buildings) [12]. The
world human population is predicted to increase in
mid-2050 to 9,804 million. In addition, over half of the
world human population resides in cities [13]. It needs
not only network connections and extension of the
Internet but also the assistance of satellite remote
sensing and other positioning systems. In this way, the
Internet of Things can accurately locate any object and
realize remote operation [14]. 10T does not allow the
use of a universal software architecture for different
fields in which it is used, but needs to be adjusted
according to the requirements of users [15]. The object
or ‘thing’ in IoT can be any physical object which is
equipped with a processing unit, sensors and actuators
and is connected to internet via wired or wireless
connectivity [16][17]. Every object in 10T has an
identifier through which it is identified within the
network [16]. As the city grows, new problems arise
e.g., traffic congestion, waste management, pollution,
parking allocation, etc. and the resources are scarce
[18].

There are many possibilities for a smart city that is
enabled with smart buildings and well provisioned and
managed internet of things (loT) frameworks. The
benefits of such frameworks can be felt in multiple
domains. On planning an integrated city, data captured
from the infrastructures within a city can be analyzed
and utilized for effective resource and services
provisions within the city. In urban mobility,
automated planning and demand responsive to public
transportation integrated with self-driven vehicles. On
safety, security and health of cities and their citizens,
real-time surveillance and analytics can lead to better
provision of emergency services, weather planning,
early warnings on floods, tornadoes, man-made
disasters and pandemics [19].

Smart Building (SB) is a new concept where the
building benefits from the development of automation
and communication technologies to create smart
environments which are more efficient in the use of the
available resources and much more secure [20]. Smart
buildings (SB) are structures that use automated
processes to control operations such as heating,
ventilation, air conditioning, lighting, and security, and
allowing sophisticated monitoring and control over
their functions [21]. Smart buildings comprise all
communication technologies that enable different
sensors, objects, and functions within a building to
communicate/interact with each other and also to be
managed, controlled, and automated in a remote way
[22]. According to a general survey, in the U.S.,
buildings are responsible for around 38% of the total
carbon dioxide emissions, 71% of the total electrical
energy consumption, 39% of the total energy usage,
12% of water consumption, and 40% of nonindustrial
waste. Hence, smart buildings can create a large-scale
impact on environmental conservation, financial
savings, and energy preservation [22].
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IoT has also influenced conventional building
models and with its state-of-the-art technology has
transformed common designs into smart ones. Smart
buildings contain all communication technologies that
allow various sensors, objects and functions in the
building to communicate with each other and are also
managed, controlled and automated remotely [23]. A
related and cost-effective user-level 10T application is
the support of loT-enabled smart buildings.
Commercial space has substantial requirements in
terms of comfort, usability, security, and energy
management. loT-based systems can support these
requirements in an organic manner. In particular,
power over Ethernet, as part of an loT-based solution,
offers disruptive opportunities in revolutionizing the
in-building connectivity of a large swath of devices.
Data from the Survey on Energy Consumption in
Commercial Buildings show that in 2012, there were
5.6 million commercial buildings in the United States,
covering 87.4 billion square meters of floor space [24].
Globally, buildings (residential and commercial) are
responsible for over 40% of total energy consumption
[24].

Components of smart buildings are:

e  Occupancy Sensors: Motion detectors can be
employed to confirm the authenticity of the usage of
resources. Temperature, lights, and other utilities can
be adjusted according to needs and thus augment
savings. These components can make a huge impact in
office environments.

e  Light Sensors: The variance of light according
to the time of the day and the amount of sunshine can
help in detecting the appropriate amiable light for
rooms.

e  Thermal Sensors: Weather conditions can be
taken into account to set apposite temperature values.
Further data concerning time zone and area can be a
factor in making decisions.

e  CO2 Sensors: Excess carbon dioxide in the air
can be undesirable for well-being. With an increase in
occupancy of an area, the level of CO2 also
accentuates. Hence, the level of fresh air can be
adjusted for alarming rates to develop a salubrious
environment within the building area.

e  Actuators: An actuator can be employed to
convert electrical energy into some form of useful
energy. Some examples are heating or cooling
elements, speakers, lights, displays, and motors.

e  Medical Sensors: In the healthcare field, loT
can be a really useful tool for the measurement and
monitoring of medical parameters. Medical sensors can
help in providing feedback and analysis to doctors or
patients family at crucial times.

The benefits of smart buildings can be listed as
follows:

o Improved Efficiency: Sensors employed in the
vicinity help in the analysis of data which helps to
predict the appropriate conditions and balance out the
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requirements, thus by keeping a check on the
consumption and overutilization of resources and
energy, we can avoid losses and improve efficiency.

e  Easier Maintenance: With complete control
and active monitoring of the systems, reliability,
performance of parts, and other components can be
easily tracked and maintained. Detectors can also be
applied to find the reasons behind malfunctioning or
other issues.

e  Savings: With sensors helping in identifying
underused and overused areas and smart control
systems allowing optimal climatic conditions to be
maintained, a major factor of energy is saved and along
with it an equally significant amount of lucre is
procured.

e Safety: For mitigation and  disaster
management purposes, smart buildings can play a vital
role in securing occupants and surroundings [22].

To implement the architecture, it is suggested to
consider some points. First, it’s very important to
define the objectives of the SB, including what would
be measured and/or controlled. Second, the
implementation team must choose the components that
they should acquire according to their needs, which
involves if the building is a factory, an office, a
household or other type of edification. The components
include the MCUs, SBCs sensors and actuators. Third,
the MCUs and SBCs must be programmed and the 10T
devices must be configured all together, all in a
specific way that serves the objective. After the SB has
been successfully implemented, it’s important to make
sure that it maintains a high level of operability.
Devices must receive maintenance in defined
recommended periods to prevent failure and the SB
must have a monitoring system able to check if one is
down. There’re special cases where the implementation
team would have to take further actions, like covering
some devices with protective cases or using
dehumidifiers when the SB is near coast areas, where
humidity can easily damage electronic devices [23].

Il. HEATING, VENTILATION AND AIR
CONDITIONING (HVAC) SYSTEM IN SMART BUILDINGS

In recent times, the increase of energy efficiency is
a pivotal goal for energy policy makers that aim at
promoting a conscious, cost-effective, and sustainable
energy use in management of resources and
infrastructures, transportation and logistics, the
production and industrial sector, and all activities
related to human life. A significant part of energy
consumption concerns the energy demand of buildings
that in Europe amounts to 40% of the total and is
mainly due to the so-called Heating, Ventilation and
Air Conditioning (HVAC) systems. HVAC systems are
devoted to guarantee hygrothermal comfort in building
indoor environments and their automated management
can largely impact the virtuous behavior of its end-
users. In particular, it is of paramount importance to
implement novel control architectures that on the one
hand allow the energy optimization of HVAC systems
without neglecting the thermal comfort of building
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occupants and on the other hand offer to the policy
makers and citizens (i.e., the end-users) an interactive
tool for the monitoring and control of the HVAC
system. This can be achieved by combining two main
modules: a control algorithm and a smart physical
infrastructure. The first module must be devoted to the
energy and thermal comfort optimization while the
second takes care of the sensing, communication, data
storage, and actuation of the HVAC system on the
basis of the end-users’ requests. For the control
algorithm module, many techniques can be considered
that have been developed during the years for HYAC
systems. However, the majority of them consist
typically in the intuitive on/off controllers that cannot
compensate for the high thermal inertia of many
HVAC processes, or in simple PID controllers whose
tuning is a complex activity and whose performance
degrades if the system conditions vary. Only in the last
two decades the more promising Model Predictive
Control (MPC) approach is taking off: this control
technique allows to effectively integrate issues such as
disturbance rejection, constraint satisfaction, and slow-
moving dynamic control together with energy
efficiency strategies into the controller formulation.
Furthermore, thanks to the decreasing costs of smart
devices, the large availability of distributed sensors and
data analytics tools, and in general the advances of
Information and Communication Technology (ICT),
the implementation of optimal control approaches for
the energy efficiency and thermal comfort optimization
is becoming more immediate and affordable. It is then
evident that MPC becomes useless if it is not
associated to a proper smart physical infrastructure that
allows the collection/forwarding of actual data from/to
the field. The Internet of Things (loT) offers a proper
solution by allowing the connection of sensors,
actuators, and other objects to the Internet, and thus
permitting the perception of the world, as well as the
interaction with it [24].

Buildings are among the largest consumers of
electricity in the US. A significant portion of this
energy use in buildings can be attributed to HVAC
systems used to maintain comfort for occupants. In
most cases these building HVAC systems run on fixed
schedules and do not employ any finegrained control
based on detailed occupancy information [25]. The US
Department of Energy estimates that buildings
consume 70% of the electricity in the US. Recent
efforts have focused on making buildings more energy
efficient, including research that target specific areas
such as HVAC lighting and managing IT energy
consumption within buildings. The energy usage in a
building can typically be divided amongst several
subsystems, including plug loads, lighting, and
mechanical equipment used for climate control.
Mechanical equipment includes the combined heating,
ventilation, and air-conditioning (HVAC) loads and
constitutes a  significant amount of energy
consumption. Traditionally, most HVAC systems use
only temperature and humidity as the primary inputs in
determining cooling requirements. This limitation can
often lead to inefficient energy usage. For example, a
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room might be cooled to 22.9C regardless of whether
there are any occupants [25].

V. 10T BASED CONTROL SYSTEM ARCHITECTURE

Figure 1 presents the overall 10T based control
system architecture which allows to optimize the
energy efficiency and thermal comfort of the internal
environment of smart buildings. “It consists of the
following elements:

e a net of sensors that perceives the
environmental conditions and sends measurements to a
gateway;

. a set of HVAC modules;

. a net of actuators that control the HVAC
modules and communicate with the gateway;

e a gateway that connects the nets of sensors
and actuators to the Internet;

e an external Application programming
interface (API) that provides forecasts of the weather
conditions;

° an external database server that
collects/forwards data from/to the field and from/to the
control unit;

. a control unit that communicates with the
database server and where the MPC algorithm is
executed;

° an IP device that acts as end-user interface
that is connected to the database server and hosts a
dashboard dedicated to monitoring the state of the
environment and setting the control system mode”

[24].
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Figure 1. The high-level system diagram of the proposed loT
based architecture[24]

The environmental indoor conditions (i.e.,
temperature, CO2 level, number of occupants, etc.) and
the energy consumption are measured by means of the
net of sensors. The measurements are periodically sent
to the gateway, which communicates with the database
server, and then to the control unit where the MPC
algorithm is deployed. This algorithm provides to the
HVAC systems the control actions that ensure the best
compromise in terms of energy consumption and
comfort for the given comfort constraints during a
particular time horizon. These control actions are sent
via the gateway to the devices that actuate the HVAC
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modules [24]. “The HVAC modules modify the room
temperature according to the decisions taken by the
MPC algorithm. The database server stores the
measurements of temperature and energy consumption.
These measurements are displayed at the end user by
means of the dashboard on an IP device, which is
connected to the database server. The dashboard allows
users to interact with the control unit and select the
desired temperature and the desired control mode”
[24].

V. RELATED WORK

In one paper authors proposed an loT based
architecture for the implementation of Model
Predictive Control (MPC) of HVAC systems in real
environments. The considered MPC algorithm
optimizes on line, in a closed-loop control fashion,
both the indoor thermal comfort and the related energy
consumption for a single zone environment. Thanks to
the proposed loT based architecture, the sensing,
control, and actuating subsystems are all connected to
the Internet, and a remote interface with the HVAC
control system is guaranteed to end-users. In particular,
sensors and actuators communicate with a remote
database server and a control unit, which provides the
control actions to be actuated in the HVAC system,
users can set remotely the control mode and related set-
points of the system while comfort and environmental
indices are transferred via the Internet and displayed on
the end-users’ interface. The proposed IoT based
control architecture is implemented and tested in a
campus building at the Polytechnic of Bari (Italy) in a
proof of concept perspective. The effectiveness of the
proposed control algorithm is assessed in the real
environment evaluating both the thermal comfort
results and the energy savings with respect to a
classical thermostat regulation approach[24].

In one study authors proposed a self-managing
architecture for multi-HVAC systems in buildings,
based on the ‘“‘Autonomous Cycle of Data Analysis
Tasks”” concept. A multi-HVAC system can be plainly
seen as a set of HVAC subsystems, made up of heat
pumps, chillers, cooling towers or boilers, among
others. Their approach is used for improving the energy
consumption, as well as to maintain the indoor
comfort, and maximize the equipment performance, by
means of identifying and selecting of a possible multi-
HVAC system operational mode. The multi-HVAC
system operational modes are the different
combinations of the HVAC subsystems [26].

In some paper authors have presented the design
and implementation of a low-cost and incrementally
deployable occupancy detection system using battery
operated wireless sensor nodes. Their evaluation across
a ten room initial deployment shows that their choice
of sensors and occupancy detection algorithm can
detect occupancy accurately. Using this occupancy
information as input to a simulation model of a
building, they show that the HVAC energy
consumption can in fact be reduced from 10% to 15%
using their system. They also believe that the actual
energy savings might even be greater with more
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aggressive control algorithms that can utilize the
occupancy information provided by our sensors to
duty-cycle HVAC systems further [25].

Model predictive control is theoretically suitable
for optimal control of the building, which provides a
framework for optimizing a given cost function (e.g.,
energy consumption) subject to constraints (e.g.,
thermal comfort violations and HVAC system
limitations) over the prediction horizon. However, due
to the buildings’ heterogeneous nature, control-oriented
physical models’ development may be cost and time
prohibitive. Data-driven predictive control, integration
of the “Internet of Things”, provides an attempt to
bypass the need for physical modeling. One paper
presents an innovative study on a data-driven
predictive control (DPC) for building energy
management under the four-tier building energy
Internet of Things architecture. Here, they develop a
cloud-based SCADA building energy management
system framework for the standardization of
communication protocols and data formats, which is
favorable  for  advanced control strategies
implementation. Two DPC strategies based on building
predictive models using the regression tree (RT) and
the least-squares boosting (LSBoost) algorithms are
presented, which are highly interpretable and easy for
different stakeholders (end-user, building energy
manager, and/or operator) to operate. The predictive
model’s complexity is reduced by efficient feature
selection to decrease the variables’ dimensionality and
further alleviate the DPC optimization problem’s
complexity. The selection is dependent on the principal
component analysis (PCA) and the importance of
disturbance variables (loD). The proposed strategies
are demonstrated both in residential and office
buildings. The results show that the DPC-LSBoost has
outperformed the DPC-RT and other existing control
strategies (MPC, TDNN) in performance, scalability,
and robustness [27]. This paper reports an innovative
study combining the data-driven predictive control
strategy with a complex cloud SCADA-based building
energy management platform, which attempts to
standardize communication protocols and data formats
and further implement advanced control strategies. The
platform also provides useful data representations to
different stakeholders (end-user, building energy
manager, and/or operator), enabling the platform
flexibility and scalability. They present two algorithms,
based on RT and LSBoost, to create control-oriented
models for the DPC. Moreover, an efficient feature
selection method, which depends on the principal
component analysis and the importance of disturbance
variables, is leveraged to decrease the model’s
dimension and further alleviate the DPC optimization
problem’s complexity. They then apply the DPC to two
different case studies for energy consumption in
residential and office buildings. The numerical
simulation shows that the DPC-LSBoost provides
lower energy consumption while maintaining the
required thermal comfort compared to the MPC, the
TDNN, and the DPC-RT. With the same environmental
comfort demand, compared with the TDNN, the peak
power consumption with the DPC- LSBoost can be
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reduced by 11.92% and 30.4%, even compared to the
DPC-RT 4.99% and 11.54% that are achieved. These
advantages make the DPC-LSBoost an attractive tool
for large-scale cyber-physical energy systems to reduce
energy consumption. Also, in the context of prediction
time, comparing with the MPC, the prediction time of
the DPC-LSBoost is reduced by 72s and 294.7s,
respectively [27].

VI. CONCLUSION

Smart buildings are a rising endeavor of technology
and a promising amalgamation of loT with the
contemporary world.

One of main contributions to the consumption of
energy in buildings is the heating, ventilation and air
condition (HVAC) system. Multi-HVAC systems can
be seen as an intermediate level of modeling,
composed by different HVAC subsystems (e.g. boilers,
chillers, heat pumps, among others), that define their
operations and enabling the simulation of their
behavior at a given time. HVAC systems are an
essential part in buildings, since they are responsible
for offering a temperature and air quality acceptable
interior in buildings such as offices, hospitals, centers
commercial, among others. They are also the main
energy consumers in buildings. Therefore, apply
adequate energy management in these systems, without
compromise interior comfort, contributes greatly to the
energy efficiency in buildings. A significant portion of
this energy use in buildings can be attributed to HVAC
systems used to maintain comfort for occupants.
Buildings are known to be one of the largest consumers
of electricity in world.

The literature was searched and the authors in the
mentioned works use |0T-based architectures for smart
buildings and it was concluded that most smart
buildings are based on HVAC systems which are used
to achieve energy savings and improve energy
consumation.

Future research could examine whether smart
buildings are the largest consumers of energy in Serbia
and how electricity savings are achieved.
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Abstract — Digitalization has taken off in Serbia and is
supported in all aspect of Government. The Serbian Identity
Card is one of the documents that support digital
procedures. The Identity Card is used to identify people and
in order to read the data from it, it is necessary to use a
computer and a desktop application. This is a problem
when it is necessary to identify people in the field. This
paper describes an Android application that solves this
problem. We describe the architecture of the application
and the problems we encountered during its development.
The application is published on Google Play and is available
to the general public. The application has been received
fairly well and its success can be seen through its excellent
rating on Google Play.

. INTRODUCTION

Digitization in Serbia has taken off and is supported in
all aspects by the Government of Serbia [1]. One
document that supports digital procedures is the Serbian
Identity Card (ID) [2]. A Serbian ID can contain a contact
microcontroller enabling the use of digital IDs. A majority
of Serbian population is using just this type of ID. As a
result, there is an official desktop application for reading
Serbian IDs, named CELIK, published by the Serbian
Ministry of Internal Affairs [3]. Of course, the application
requires adequate card-reader hardware. Although the data
from a Serbian ID can be exclusively used in digital form,
almost all of the procedures which include a person's
identification require, in addition to the ID itself a
supplemental document containing a printout of the data
held on the chip.

There are situations when the establishment of a
person's identity is needed in the field, where the use of a
computer is not practical. This includes both government
agencies and the private sector. For example, insurance or
property agents are required to identify their customers.
Thus, they need a smartphone application which will
enable them to read the customer’s ID if they wish to do
this outside the office. Interestingly, to the best of our
knowledge at the moment of writing, beside our
application, there are no software solutions for reading
Serbian IDs on Android smartphones of the new
generation. Part of the reason is that special equipment is
needed to read smart cards in general. These readers
usually do not come with card reader software. And they
do not come with such specialized software as the one
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needed for reading Serbian IDs, because of the proprietary
format of Serbian IDs. Thus, in cooperation with MHT,
the official distributor of ACS mobile card readers, we
developed Celik2Go application for reading Serbian IDs
[4]. Our application works with ACR39U-ND and
ACR39U-NF pocket smart card readers [5], [6].

There have been several challenges in developing the
Celik2Go application. One of them was the format of the
Serbian ID, which is not freely available. Another
challenge was the format in which data from the ID has to
be printed. For it to be recognized as a valid document, the
printed document has to look the same as if it was printed
from the CELIK application. Also, as it is highly unlikely
that a printer will be present in the field, the application
has to support output in the PDF format and to enable
sharing of this generated document for later printing.
Naturallyall of this must support full confidentiality.

During the previous ten years the Serbian Government
has issued several versions of Serbian ID. This often led to
incompatibilities between the old Serbian IDs and the
software relying on them. Therefore, the third challenge
was that the application had to support all the versions of
the Serbian IDs currently in circulation.

The fourth and final challenge was user experience.
Based on the potential market research done by MHT [7]
group and their experience in selling pocket smart card
readers, we had a good idea who our potential users are
going to be. They range from expert and proficient users
of Android smartphones to novice users with bad attitudes
towards smartphones. Our users are of all ages, from early
twenties to late seventies. In addition, the application’s
most important requirement was that it should be used
outside as part of business interaction. Given the nature of
the user and the nature of this requirement, we opted for a
design which minimizes interaction complexity and
allows the most important actions to be achieved in three
clicks or less ensuring that the most important choices at
any given time are clearly marked ad distinguishable.

The Celik2Go application is published and available
on Google Play for a small annual fee. The application has
at the moment more than 50 users and its score on Google
Play is 4.6 which clearly indicates that we have been
successful in overcoming all of the challenges and bring
our users a quality application with good user experience.
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The rest of the paper is organized as follows. In
Section 2, we present the current state in the field. We
describe the applications that are used for reading Serbian
IDs and give a brief overview of applications used for
reading smart cards in general. In Section 3 we describe
the architecture of Celik2Go application. We also describe
in brief the format of Serbian IDs and the smart card
readers that the Celik2Go application is compatible with.
In Section 4 we discuss how we overcome the challenges
presented in the Introduction. Section 5 concludes the
paper and presents our plans for future work.

II. BACKGROUND

This chapter discusses the CELIK desktop application
and existing Android applications for the same purpose
created for earlier versions of Android.

A. CELIK

CELIK [3] is a desktop application developed by the
Serbian Government used for reading Serbian IDs. The
data read from the ID card can be printed out and used in
that form to identify persons. The application is primarily
intended for business entities that need to identify citizens
as a part of their business. It has a simple design and is
easy to use. Reading data from an ID is simple as it
requires the user just to insert the ID into a smart card
reader to read the data that is then displayed on the
application’s home screen. The data can also be printed in
a paper format approved by the Serbian Government or
saved as a PDF document.

B. Android application for reading 1D card

Before implementing Celik2Go application, we
searched Google Play store for similar applications to
help us design the app. We found an OMNIKEY
application that supports a specific type of OMNIKEY
reader. The application reads ID data, and displays it on
the mobile device’s screen. Here we point out few
application disadvantages: (1) the application usage is
limited to OMNIKEY card readers which makes users
dependent on one card reader vendor, (2) to save PDF of
the 1D data, the user has to be registered which might
trigger concerns about user’s personal data, and (3) the
application does not support the latest ID format standard.
However, the application has a simple and easy to use
design. As it can be seen in Figure 1. , the application
consists of a single screen to display data which makes it
easy to navigate and suitable for both experienced and
new users.

The other applications found on Google Play are
based on document scanning. The data obtained are based
on an image obtained by scanning. Some of these
applications are Android Id Card Reader [9], ReadID Me
[10] and BlinkID [11].
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Figure 1. OMNIKEY application

I1l.  ARCHITECTURE OF THE APPLICATION

The format of the ID, the compatibility with smart
card readers and the architecture of the application will be
described in this chapter.

A. Serbian ID format

An ID is a document issued by the Serbian Ministry of
Internal Affairs, which serves to identify citizens. An ID
includes document data and basic citizen data. Document
data includes the ID number, the date of issuing the ID,
the date of ID expiration and the institution that issued the
ID. Name, surname, unique master citizen number
(UMCN), name of one parent, gender, residence, place of
birth and date of birth are the basic information about the
owner of the ID. In addition to these basic data, the ID
also contains images of biometric data such as a
photograph, a fingerprint, and a signature. The residence
data consists of data on the residence of the owner of the
ID consisting of the state, city, street, house number, and
the date when the residence was last changed.

B. ACS pocket smart card reader

Celik2Go app is compatible with two types of reader
ACR39U-ND [5] and ACR39U-NF [6]. ACR39U is a
portable smart card reader suitable for various applications
in any field of business. This smart card reader, no larger
than a USB stick, is capable of supporting demanding
smart card applications. It provides valuable and reliable
functionality to meet user’s security needs. It is
multipurpose, as it can be used to read several types of
smart cards, which include IDs, traffic licenses, as well as
national health insurance cards. ACR39U supports ISO
7816 Class A, B, and C smart cards (5 V, 3V, and 1.8 V)
and microprocessor cards with T=0 and T=1 protocol. In
addition, it supports a wide range of memory cards. This
makes it ideal for a broad range of solutions, such as PIV,
Physical and Logical Access Control, Digital Signature,
and Online Banking applications.

The difference between the two mentioned readers is
in the type of connector used. One reader has a newer
USB C connector and the other uses a type USB B which
is another thing that allows for widespread use of this
reader. Figure 2. shows how the reader is connected to a
mobile phone.
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Figure 2. Reader connected to a mobile phone

C. Architecture of the application

The Celik2Go application was created for Android
devices, primarily for mobile devices such as smartphones
and tablets. The application is supported on Android
devices start with Android 5, Lollipop, up to the latest,
Android 11. Based on the market research done by MHT,
we decided to focus our development solely on Android
devices, because that is the type of the phone used by
most of our potential users.

The application consists of two parts. One part is an
Android application developed using Android's XML and
the Java programming language, and the other part is the
Spring application. The main part is the Android
application because it reads the data from the chip,
displays the data, and creates a PDF that is identical to the
printed document created by the CELIK desktop
application. The application’s layout is implemented using
Android's XML. An EVK library for the Android
operating system [12] was used to connect to the reader
and read data from the chip.

To make the application available to the general
population, it was published on Google Play. One of the
requirements was to add licenses to the application, in
order to protect the application’s code and to make sure
that one user account can use the application on only one
device. It was necessary to use the LVL library [13]
offered by Google Play to solve this request. With this
library, we are able to communicate with a Google Play
server that performs license verification. Additionally, it is
necessary to set a policy to check the license. For that
purpose, we used StrictPolicy. The Strict Policy is a strict
verification policy, which means that every time an
application is launched, it also checks whether the
application is licensed or not. A difficulty was ensuring
that only one device can be used with one license. The
default behavior of Google Play is to allow a single
account to use the application on multiple devices. Also,
Google Play offers us an interface for the implementation
of our device limiter, but due to the access modifier of a
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specific interface it was not possible to implement it. To
successfully solve this problem, we implemented the
Spring application as a licensing server. Each time an
affirmative response is received from Google Play for a
license, we also contact the background server to verify
that the license is correct for that device. In addition to
licenses, there is a request for implementing subscriptions
to the application, which can be monthly or annual.
Subscriptions are resolved using the Google Play Billing
library [14]. In addition to the integration using the
library, it is necessary to adjust certain settings on the
Google Play Console, such as the type of application (free
or paid), the type of subscription and the price.

V.

There were four important challenges concerning the
application's functionality and usage we encountered
during application development. These are decoding the
format of the 1D, matching the form of the CELIK printed
ID card report, supporting different types and editions of
the ID and maintaining a consistent user experience. Each
of these problems will be discussed in a separate
subsection.

IMPLEMENTATION AND DISCUSSION

A. |D format

All of the data this application needed to read was on
the chip embedded in the ID card. It was necessary to
read out this data. The used libraries allowed us to get the
raw binary form of the data in the form of byte strings.
Careful manipulation and reverse engineering were then
employed to determine the offsets at which crucial data
was stored. Further, the byte strings needed to be decoded
into human-readable string form using correct character
encodings.

B. Format for printing reading data from 1D

The PDF document our application creates must have
the same format as the printed document obtained using
the CELIK application. This problem was solved through
careful matching of the formatting extracting the PDF
produced by the CELIK application. Once the format was
created the iText library was used to generate the first
pass of the PDF from the Android application. The data
was added first, and then in the second pass formatting
lines.

C. How to support multiple different ID formats

Since the biometric ID was introduced to Serbia, its
formats have changed. There are two types of ID, one is
of ‘Apollo’ type and the other is of the ‘Gemalto’ type.
Gemalto IDs are the ones currently in use, and the
slightly older ones are Apollo. For these reasons, two
types of ID were created in the application. Gemalto [15]
and Apollo [16] IDs differ only in the format in which
they store data, so it was necessary to define formats for
both types. This part of the application is implemented in
a modular way and it is very simple to extend it to
support new types of ID.
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D. User experience

First of all, the goal was to create an application that
will be used by people of all ages and people with
different expertise in the use of mobile devices. In order
to successfully solve this problem, we first started
creating an user interface flow diagram (UIFD) [17] in
order to immediately see all the advantages and
disadvantages of the solution we created. The parts we
paid special attention to were the appearance of the
application itself and the number of actions needed to
perform a certain functionality.

The first version of the UIFD is shown in Figure 3.
When the application is launched, the user is shown the
main window from which, if user launches the
application for the first time, he goes to the window for
entering data to check the license, and only if the license
is correct the application home page opens. It is designed
to have two buttons on the home page, one for reading a
new ID and the other for viewing all previously read IDs.
Clicking on the new ID button opens a window where the
data is displayed after the reader is connected to the
mobile device and the ID is inserted. If the user wants to
view all processed IDs from the home page the user can
access the list by clicking on the button ‘view all IDs’.
The list is displayed on the screen where they can select a

—

particular ID from the list to delete it, share it with
someone or save it on an arbitrary location in a phone’s
filesystem. To read the ID and save the data, the user
should perform four actions: click on the button in the
home window, enter the serial number, and then click on
the new ID button and save when the data is successfully
read. To view all IDs, he needs 3 actions, and one more to
display a certain ID.

The evolved UIFD of the final application is shown in
Figure 4. . If we look at this UIFD we will see that there
are some significant differences in relation to the UIFD
from Figure 3. The first and main difference relates to the
number of actions required to perform an operation. Since
the main function of the whole application is reading the
ID, then the user should be enabled to do that
functionality as simply as possible. The application is
connected to Google Play, so there is no need for a screen
on which data on the serial number is entered and thus the
license is checked. Dropping this window reduced the
number of actions. Also, the home page has been
changed, and the list of read IDs is now displayed on that
page, so that with one click the user can see all 1Ds that
he has read so far and saved in his mobile device as
shown in Figure 5. .
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Clicking on one of the IDs displays the PDF of the
selected 1D, in addition to viewing with one click, we can
also delete the PDF document of a previously read ID,
change the place where the document is stored or share it
to someone via one of the available applications on the
mobile device. By clicking the <‘Scan’ button, a
connection is made between the connected reader and the
mobile device and the data read is displayed on the
screen. Thus, we need three actions to read the ID and
store the read data, which means one less than the
original idea of what the application should look like.

By modifying and removing individual windows, we
got an application that requires fewer steps to perform the
action. In addition to the number of actions, another
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Figure 5. Home page of Celik2Go

30

important thing that affects the usability of applications is
the avoidance of errors and the design of the application
itself. Since the users of this application are a diverse
group, we decided on a simpler design so that even
beginners can use the application in an easy way. The
simple design of this application also helps to reduce the
mistakes that users can make. Only the necessary actions
at any given time are displayed on the screen. Only
available actions are ever displayed, if an action cannot
be performed then it is not even displayed on the screen
at that time. Also, all actions are clearly highlighted and
icons that are commonly used are used to mark them.

V. CONCLUSION

Digitalization in Serbia is in full swing and there are a
lot of procedures that include reading data from smartcard
IDs. A lot of these procedures take place outdoors, in the
field and a smartphone solution for reading Serbian IDs is
needed. Celik2Go, as described in the paper, is one such a
solution. The entire process of creating the application is
described in the paper. We described the problems we
encountered during the development and how we solved
them. The main problems that we had to addressed were:
reading the format of the IDs, creating PDFs which match
the printed of the ID reading, compatibility with different
types of IDs, and adaptability to different user groups.

The application was published on Google Play. Based
on the statistics and the reviews so far, we can say that we
have successfully solved all the challenges and
requirements that we encountered during the development
of the application. Currently, the application has over 500
downloads and is rated 4.6.

Although we have managed to solve the present
problems, we are expecting that new problems will arise
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in the future. Serbian Government has so far changed the
ID format and card type several times, so it is safe to
assume they will do so again. Also, it is possible that there
will be changes in Serbian law that will lead to changes in
Serbian IDs. For this reason, we designed the application
so that it can be easily modified and expanded to meet any
new demands resulting from these changes.

As part od our future work, we will continue to
maintain the application so as to support latest
developments in the Android platform, and to continue to
provide support for any changes in Serbian IDs that may
arise. Also, we plan to support other documents types in
addition to the personal ID cards, such as driver and
vehicle licenses.
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Abstract - The popularity of information technology (IT)
over the past decade has brought about the innovative use of
the Internet in English language learning and teaching
process. Using computers and Internet can improve EFL
learners’ language abilities, and they also reach real
learning experiences. They gain the opportunity to access
useful language resources and communicate with native
English speakers through computers and Internet. Critical
thinking is a higher-order cognitive skill that is
indispensable to students, readying them to respond to a
variety of complex problems that are sure to arise in their
personal and professional lives. The aim of the paper is to
explore the relationship between critical thinking ability of
EFL learners and the use of different media such as audio
vs. visual texts in English classes. The participants of this
study are 80 first year university students from the Faculty
of Information and Communication Technologies, Bitola,
North Macedonia. Watson-Glaser Critical Thinking
Questionnaire is used as an instrument to evaluate the
learners’ critical thinking. For these purposes MANOVA
was used. In this paper we specifically focus on the use of
audio and multimedia files in order to extend the students
critical thinking skills through interactive activities that
force them to diverse opinions, analyze and synthesize
course content. The results revealed that video materials
with text performed better than audio group.

. INTRODUCTION

The popularity of information technology (IT) over the
past decade has brought about the innovative use of the
Internet in English language learning and teaching process
as Evans (Evans, 1983, according to llievski, 1999: 192)
in his study "Computer Challenge" will say: "Instead of
increasing muscle strength, we aim towards increasing
brain strength”. Using computers and Internet can
improve EFL learners’ language abilities, and they also
reach real learning experiences. In addition, computers
contribute  beneficially to learners’ learning and
development. They gain the opportunity to access useful
language resources and communicate with native English
speakers through computers and Internet. Computers are
important in language learning because they help students
to think critically in their learning process and make them
have active and stable knowledge. That is, they are
provided with more creative activities to analyze and
assess through using computers. Critical thinking is a
higher-order cognitive skill that is indispensable to
students, readying them to respond to a variety of complex

32

problems that are sure to arise in their personal and
professional lives. Critical thinking has been recently
introduced and gained a high position in foreign language
teaching (FLT) settings so that nowadays enhancing
critical thinking in learners is considered one of the
foreign language teachers’ tasks. The relevance of critical
thinking with technology is to prepare the students in
order to be the best solver and make the better decision. It
is important for the students to be independent thinker
since there are many jobs needed skillful workers which
have critical thinking ability. Meanwhile,3 the students
should know how to be creative and to develop reflective
and logical thinking in order to decide some problems.

Based on the above thought, this study investigates the
use of audio and video with texts recording lessons in
stimulating critical thinking among EFL students from a
public university in North Macedonia. More precisely, the
lessons contain a wide range of topics about technology
that encourage students to answer the questions through
interactive activities that help students advance their
thinking.

II.  THE INTERPLAY OF TECHNOLOGY AND CRITICAL
THINKING

There is a thin line between language and thought in
relation to interaction (Bowerman and Levinson, 2001;
Chomsky, 1975; Vygotsky, 1978; Whorf, 1956). It means
they are interrelated, and teachers must train students in
order to develop their linguistic and cognitive skills by
contrasting the target language with their own language,
hypothesizing the grammatical rules of the target
language. The use of technologies as cognitive tools
engage students in thinking while they learning by
visualizing with technology, learning by reflecting, and
learning by exploring that it is not to do without
technology support. When students use audio and video
activities they can examine question and reflect on what
they learn. In other words, with these media tools students
have opportunities to learn through visual formats, mental
models and problem-oriented activities that provide them
with higher degree of CT (Carmichael and Farrell, 2012).
The correlation between critical thinking skills and a
technology-rich environment provides an improvement of
students’ motivation, scaffolding, and feedback. The Fig.1
below represents the cognitive skills at the foundation of
critical thinking (Facione, 2011).
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Fig.1 Core critical thinking skills

The image shows when students think critically, they
engage in the following process: analysis, synthesis,
evaluation,  problem-solving, = communication and
reflection. It means they can develop both lower- level
(remembering, understanding) and higher level (applying,
analyzing, evaluating and creating) critical thinking skills
(Facione, 2011). Huang et al. (2012) mention that
learning environments that incorporate technological tools
into classrooms enable students to develop arguments
supported by making thinking processes visible’, and
eventually foster enhanced critical thinking skills.
However the utilization of audio and video materials
could improve students’ critical thinking ability and
language teaching. Audio tends to use one channel, that
include only audio information which is spoke language
information. Now, combinations of media as input could
be selected and the learners have a possibility to be
exposed to authentic language. This kind of media
provides “methods that reflect the cognitive processes
necessary to successfully perform a given learning
tasks’’(Clark and Paivio 1991). Multimedia means a
combination between sight and auditory and can improve
learning process and achieve high critical skills. Digital
learning helps students see the importance of what they
are learning and make a connection between theoretical
ideas and critical thinking (Mayer, 1997). Mayer pointed
out when learners use multimedia to stimulate thinking
they are better in applying, coherence, modality
redundancy and individual differences. Specifically, when
learners use auditory-verbal and visual-pictorial channel,
verbal thinking is involved. Besides, this learning media
was one of dominant aspects after learning method which
could improve learning process and achieve high learning
result (Sudjana and Rivai, 2007, p.2). Technology makes
students to be self-dependent thinkers (Burgess, 2009).
According to Abreu (2010) media literacy can enhance
students’ critical thinking skills, as a big challenge for the
21st century. The application of learning technological
tools and critical thinking skills provides an opportunity
for interested students to achieve higher levels of knowing
and to practice critical thinking skills (Carmichael and
Farrell, 2012). Li (2010) claims that through activities that
include processes by providing Internet resources,
designed tasks, and interaction with others, students can
develop critical thinking skills more effectively. Critical
thinking is the ability to connect new knowledge to
previous knowledge, to construct and evaluate arguments,
and solve problems systematically. Students are better
able to grasp complex concepts when tasks are explained
using a wide array of modalities (verbal, visual, graphical,
and symbolic) and instructional formats (audio files, video
lectures, graphic displays, and simulations). Digital
learning environments foster critical thinking and increase
the accessibility of content by offering learners more
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options for applying knowledge and skills. The capacity
to, monitor, evaluate and control thinking while
completing new tasks—helps support critical thinking and
transfer of knowledge. By providing, coaching, extensive
modeling, scaffolding, and problem solving, technology
offers learners opportunities to build metacognitive skills.
(Yang and Wu, 2012).

In relation to cognitive research the extensive student
practice is a vital component of learning. Technology
provide more opportunities for students to practice skills
and concepts. It helps foster critical thinking by
transferring knowledge from short-term to long-term
memory as a significant process that helps students apply
and remember information to new settings (Mandernach,
2006).

I1l.  METHOD

Using both qualitative and quantitative methods, this
experimental study seeks answers to the following
research question: Is there a significant difference between
critical thinking ability of EFL learners and the use of
different media such as audio vs. visual texts in English
classes?

A. Participants

Participants of the study are 80 first year university
students from the Faculty of Information and
Communication Technologies, Bitola, North Macedonia
who study English as a foreign language. For the purpose
of this study two intact groups consisting of 40 in each are
included.

B. Instruments

To carry out the research investigation, 3 different
instruments were employed in the present study:

Straightforward Quick Placement & Diagnostic test — a
language proficiency test,

Audio and video with text recording lessons/interactive
activities

Seven topics which are in accordance with the English
subject in the first year study program same for both
groups are selected as audio and visual materials. The
participants are asked to respond to the materials in a
personal way.

Watson-Glaser Critical Thinking Questionnaire

In order to evaluate the students’ critical thinking,
Watson-Glaser Critical Thinking Questionnaire was used.
It is consisted of five subtests: a) Inference b) Recognizing
Unstated Assumptions ¢) Deduction d) Interpretation e)
Evaluation of Arguments.

C. 3.3 Procedures

For the purpose of this study the following procedures
were followed:

First, a general proficiency test was administered in
order to make sure of the proficiency level of the students
(intermediate). Then, 80 students were divided into two
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groups (audio and video materials with text) of 40.
Second, one of the groups (called audio) had a task only to
listen the materials, while the second one (called video
materials with text) to hear, see and read the same
materials. The audio/video files took up 2-3 minutes. The
students were required to complete the questions through
interactive activities in stimulating critical thinking in
relation to the level of numeration and explanation,
explanation of functions and characteristics and
explanation of differences and similarities about
technology during one month. Third, the students were
asked to complete Watson-Glaser Critical Thinking
Questionnaire.

IV. RESULTS AND METHODS

Based on the results we can conclude that students are
active with particular interest on higher thinking skills in
their audio and video activities. It means that every
student manages their learning process in order to achieve
the relational thinking. They can share their experience
and knowledge actively. This implies that knowledge and
understanding are constructed when students are engaged
actively. In this case students prefer a certain single
different learning style. They have different ability to
manage the input through technology tools. In fact,
technology has an impact on students involvement in
learning activities. Indirectly, that activities have been
mixed with critical thinking abilities.

Table 1 shows that the sample is 40 observations
(students). In this sample, the average of critical thinking
level in audio group is 36.45. 24 students are above that
average (with an average score of 41.21) and 16 students
are below that average (with an average score of 29.18).

Table 2 shows that the sample is 40 observations
(students). In this sample, the average of critical thinking
level in audio group is 62.7. 21 students are above that
average (with an average score of 69.95) and 19 students
are below that average (with an average score of 54.68).
Related to the above results students are motivated to
discovery critical thinking. Providing words with images,
pictures or other graphics enhances critical thinking skills
instead of materials that include words. Results show that
students from ‘audio group’ have “lack of focus”, they
are less critically oriented then the students from the
group video materials with text, and not enough able to
receive, evaluate and respond to a message. They are not
much engaged in activities that require them to develop
critical thinking skills and evaluate and analyze course
content. The students from the second group “video
materials with text’ are more inspired to think critically
and deeply and to seek out different solutions.

TABLE I: Audio materials

TABLE II: Video materials with text

Dummy . .
variables for C”tlc?l thinking Observations
L o evel
critical thinking
0 54.68 19
1 69.95 21
Total 62.7 40

Dummy . S
variables for Critical thinking Observations
- D level
critical thinking
0 29.1875 16
1 41.29167 24
Total 36.45 40

On this basis multimedia emphasizes critical thinking
rather than rote learning. It helps students advance their
knowledge and engage them in multiple levels of critical
thinking through reflective activities. Students can
construct hypotheses and make decisions. It promotes the
development of students’ critical thinking skills and self-
regulation. Students are the active creator of their
knowledge. This means that students must be creative and
active in all their activities. Critical thinking and
multimedia increase the development of students’
expressions and different learning style as well as the
ability to manage and monitor the input. The visual and
auditory nature of video stimulates critical thinking, it
provides opportunities for interacting materials. This kind
of information forms can cause heavier cognitive load, it
provides broader context and visual details that can help
develop critical thinking skills. Results indicate that
multimedia is closely a superior tool for visually
demonstrating “how-to” through the presentation of
authentic information. Multimedia aids critical thinking
in a number of ways. These include stimulating interest,
increasing knowledge and assisting in comprehension.
Multimedia design enable students to make their sense of
what and how they think. It is based on action-oriented.
Results display the fact that when students are presented
with visual aids such a printed text or visual information
they create their own critical thinking through experience,
they think actively, create schemes, etc. They use both
“top-down’” and “bottom-up’’ learning methodology
while thinking process. In this thinking, the students get
the details of the given idea and explain opinions by
making thinking processes ‘visible’. This positive
indicators of usage of multimedia help students develop
their critical skills, make connections between arguments
and information and meet their individual needs.

V. CONCLUSION

The findings of the study found a significant difference
between the critical thinking ability of EFL learners and
the use of different media such as audio vs. visual texts in
English classes. The study suggests that presenting
information with image, sound and text gives better
results versus presenting information only with sound and
positively reflects on students’ knowledge. Multimedia
creates an effective learning environment that motivates
students to develop critical thinking skills. It also
provides effective tools for students to share the content
and construct knowledge through learning activities.
Technology has an impact on the intellectual learner and
on the development of both micro and macro world
technology. It can be used as an effective tool to facilitate
critical thinking skills within a higher education setting or
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in the content of audio and multimedia learning. Critical
thinking also extends to the field of linguistics and
learning process in particular.

Technology can extend language classes so critical
thinking can open new avenues for foreign language
teachers. However, multimedia plays a visible role in
enhancing critical thinking and language pedagogy.
Bringing together critical thinking skills and learning
technological tools may be beneficial in that it provides
an additional opportunity for students to practice critical
thinking skills, problem solving and to express feelings
and thoughts.
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Abstract - The modern business environment is
characterized by the globalization of markets and the
digitalization of socio-economic dimensions. Such an
environment brings challenges to enterprises when it comes
to achieving a competitive position on the market
maintaining adequate business performance. Managers of
enterprises have to include a wide variety of tools,
techniques and methods when it comes to effective and
efficient decision making. Decision support systems have the
potential to significantly improve business performance
through enhancing the decision making process. In this
paper, the application of business intelligence system for
effective decision making is discussed. The main goal is to
present a theoretical model that can be used for future
research in this domain. Additionally, suggestions and
guidelines regarding the application of business intelligence
systems in enterprises are noted.

INTRODUCTION

The modern business environment, which is
characterized by the globalization of markets, the rapid
development and distribution of modern information-
communication technologies (ICTs), and the post-
pandemic business paradigm, brings challenges for
domestic enterprises, and for enterprises in developed
countries as well. Due to the globalization of markets,
obtaining and maintaining competitiveness is difficult, as
small and medium-sized enterprises are competing against
big corporations and vice-versa [1]. In order to improve
competitive ability, enterprises have to address the
constant changes on the international market, and to adapt
flexible business strategies that are sustainable in the long-
term. This requires the continuous evaluation and analysis
of internal and external business indicators and metrics.
Managers have to be able to overview every business
process and the majority of impactful market trends. This
further indicates that effective and timely decision-making
is an imperative. The decision making process is a crucial
part of effectively and efficiently managing business
processes. Managers have to address and take into
consideration every possible ICT solution that can help
them make short- and long-term decisions.

Business intelligence (BI) is often used to describe
large decision support systems that are used in enterprises.
Business intelligence represents a key infrastructural
investment and a great deal of attention is given to it by
chief-information-officers (CIO) in large enterprises, and
by managers in SMEs [2]. Business intelligence possesses
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various analytical capabilities including central data
storage (data warehouse), data analysis, trend analysis,
and business process optimization. Business intelligence
systems possess Vvalue creation capabilities through
effective and data-driven support in the domain of various
business process including, but not limited to,
manufacturing, marketing, sales, accounting, inventory,
storage and other internal operations [3]. Business
intelligence systems present an immense opportunity for
enterprises as they have a big potential to increase
productivity, improve risk management and increase
overall profitability [4]. Business intelligence systems as a
form of decision support systems have the ability to
provide infrastructural  support for  knowledge
management, which also contributes to effective and
efficient decision making processes [5].

In this paper, the application of business intelligence
systems for decision making in enterprises is analyzed.
The main goal is to develop a generic theoretical model
that can be used for future research and analysis in the
domain of business intelligence systems application in
various enterprises and in their various sectors. The paper
consists of four main sections (excluding the Introduction
and Conclusion sections). The first section provides an
overview on business intelligence and business
intelligence systems. The second section addresses the
application of business intelligence systems in decision
making processes. The third section presents the
theoretical model for decision making that is based on
business intelligence systems. The fourth section discusses
suggestions and guidelines for enterprises when it comes
the implementation and application of business
intelligence systems and similar solutions.

l. BUSINESS INTELLIGENCE SYSTEMS

The fourth industrial revolution - Industry 4.0 brought
the digitalization of business processes through data-based
and leveraged value creation for the customer [6].
Business intelligence is not functional on its own, but
rather it presents the core of data collection, storage, and
analysis, and these processes are often delegated to other
systems or even third parties. Business intelligence is a
very effective tool to extract large amounts of information
from big datasets (Big Data), thus it includes analytical
abilities and operations, data integration, content analysis
for quality, and overall it has a strategic importance in key
functional areas of conducting business [7].
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Business intelligence systems can significantly
contribute to enterprises in their goal of achieving
competitiveness. Some of the cornerstone applications of
ICTs in business that characterize business intelligence
systems in various capacities are data visualization, data
reporting, report generating, enterprise-wide data
warehouses, process monitoring and conducting analytical
tasks [8].

Business intelligence systems include activities,
processes, tools and techniques that can be used in
commerce, manufacturing industries, law, government,
and other technological areas and non-manufacturing

industries. In addition, communication is the main
mediator and facilitator of the technical side and
application side of business intelligence systems.

Intelligence and the system concept indicate the ability to
learn and extract information from existing datasets and to
apply that knowledge in an enterprise that will support
specific business processes and activities [9].

It is important to note that business intelligence
systems that are used in decision making can be addressed
also as decision support systems. These are important and
crucial tools that include a wide array of statistical
analysis, artificial intelligence, and effective big data
analysis. Business intelligence systems can improve real-
time reporting and forecasting of various internal and
external trends (profitability, market share, work overload,
bottlenecks, revenue, sales etc.), customer relations and
overall it can significantly contribute to faster decision
making [10]. Business intelligence systems can handle a
large amount of data and simplifies the whole data
gathering, storage and analysis process on different
organization levels. This further indicates that such
systems can provide a detailed overview on the external
and internal business environment of the enterprise. This
overview can significantly contribute to the decision
making process and overall it can improve business
performance.

Furthermore, it can be noted that business intelligence
systems have to be aligned with business process
management.  Through this alignment, business
intelligence systems can integrate additional value into
business process management, which further translates
into value for the customer and for the enterprise
(stakeholders) [11]. The application of business
intelligence systems in enterprises derives from the
expansion of ICT wuse in business. The digital
transformation that affects both markets and enterprises
has brought changes not only how business interact
between each other on the market, and with customers, but
also how managers apply modern ICTs within the
enterprise.

Il.  APPLICATION OF BUSINESS INTELLIGENCE SYSTEMS

IN DECISION MAKING

The process of decision making in a business
environment  requires experience, leadership and
knowledge as key factors of efficient and effective
decisions. Business intelligence tends to focus on the large
amounts of data for extracting significant information
regarding the internal and external business environment.
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Well-established business intelligence systems can be a
strong basis for expanding business and achieving
competitiveness [12]. Business intelligence solutions can
be applied in various business sectors and for various
business processes. The implementation and application of
business intelligence solutions depends on the needs,
capabilities, and strategies of the enterprise. The main
principle of a business intelligence solution is real-time
data, which is, in addition, actionable and contains key
information for effective and efficient decision making
[13].

Further, combining cloud-computing technologies
with business intelligence solutions creates a whole new
level of data and information management with the focus
on decision making. Cloud-based business intelligence
solutions can used through the Internet. The data and
information can be accessed from almost any device that
has Internet connection capabilities and minimum
required hardware and software. Authorization is also an
imperative, as business intelligence systems contain
exactly that - “intelligence" or information on the
business/enterprise. Cloud-based business intelligence
solutions provide on-ground support and they are flexible,
require less resources, require less infrastructure, and the
majority of technical/non-business oriented factors are
operated by the cloud platform provider. Some of the
main platforms for cloud business intelligence are SaaS
Business Intelligence solutions, Business Intelligence
Platform as a Service, and data integration tools [14].
However, cloud business intelligence platforms bring
challenges of their own. For example, there are security
issues of sensitive data; latency of real-time data, which is
slower compared to on-site business intelligence
solutions; lack of expertise as cloud technologies advance;
data integration, which can be tedious if there are no
adequate mechanisms in place for distributing and sharing
data; and control over data, as the provider is the main
governance body of the cloud business intelligence
system, there is a risk of losing the whole system
alongside with data if the provider is not in-sync with the
enterprise's goals and strategies [14].

Business intelligence systems are driven by the fast
growth of technology and its diffusion in the business
world. Such systems integrate complete sets of techniques,
tools (software solutions) and methodologies that are
applied in enterprises with the goal to obtain, store and
analyze data through which effective decision making can
be conducted [15]. It was also noted that the
implementation process is just the beginning when it
comes to applying business intelligence systems. More
precisely, adoption by the employees and managers also
plays a crucial role, as resistance can annul the potential
positive effects of such implemented systems.

When implementing a business intelligence solution it
is necessary to evaluate the situation within the enterprise
as there is a big chance for inadequate implementation,
which further leads to failure or produce sub-par results.
More precisely, over 70% of business intelligence system
implementations fail and this has an extremely negative
effect on the enterprise as the implementation process is
resource draining [14].
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Applying business intelligence systems in a business
environment enables the overview of specific business
indicators (external and internal) as the obtain data is
transformed into a perspective that helps managers to
make effective and efficient decisions. Business
intelligence systems aim at turning the obtained data into
structured information that will help the enterprise to
improve its business performance [16]. The basis of the
business intelligence systems includes the analysis of data
stored in operational databases, forecasting and trend
prediction on the market, strategic indicator evaluation,
and combining intellectual capital with the decision
making process.

Manufacturing enterprises can implement and apply
specific business intelligence solutions that can help
improve and optimize manufacturing processes with the
goal to increase efficiency and to secure real-time data
collection and analysis. Through this real-time data,
managers can obtain significant insight into the
manufacturing process and arrange changes accordingly.
Changes can be in the form of load capacity optimization,
additional employee hiring, process speed reduction, etc.
[17]. In this process of real-time data presentation, the
business intelligence system involves algorithmic
calculation and evaluation of material flow, inventory
capacity and status, supplier status, manufacturing
schedules, orders, and stock levels.

The advantage of business intelligence systems when
it comes to decision making lies in its capability of fast-
paced selection of irrelevant information and can present
complex relations between various indicators in
accordance with the enterprise's goals and set projections
[18]. These systems can improve decision-support and it
can manage to obtain and analyze large datasets and
transforms them into potential actions that can enhance
organizational capabilities (optimization and adjusting
resources, schedules, supply chains etc.). It uses the
extracted knowledge from data as drivers for innovation,
creativity, productivity, and sustainable expansion of
business activities. Through these activities, enterprises
can significantly increase their chances when it comes to
achieving a competitive position on the globalized
international market [19].

I1l.  DECISION MAKING MODEL BASED ON BUSINESS

INTELLIGENCE

Based on the conducted overview of business
intelligence system application in enterprises and its
specific use in decision making, a theoretical model is
developed that provides a concise overview on the
mechanisms that drive the concept of effective decision
making that is supported by business intelligence. The
model is generic in nature and for it to be applicable in
enterprises it has to be defined in more detail with
specifications, parameters, and characteristics of the
enterprise that would implement it and apply it. This
further indicates that the model is not applicable in the
practical sense, but rather presents the main modules and
relations that are part of an integrated whole, which is
decision making through business intelligence systems.
The modules/elements on the model are numbered and
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additional details are noted. The model is presented on
Figure 1.

Big Data
I .’ ™\
Artificial intelligence
Advanced analysis [a
Business procedures
Business requirements
\, J
Decision module
Decision Action
Business Real-time
process application

Figure 1. Decision making model based on business intelligence

The model presented on Figure 1. has five main
modules/elements. The first element (1) Big Data refers to
the large volume, large variety and velocity of data that is
collected from various networks, but mainly from the
Internet. Such data in itself is not sufficient for application
and decision making, as it contains a lot of "noise".
Hence, in the second element of the model (2) artificial
intelligence-based data analysis and advanced statistical
analysis with prediction scenarios is conducted. The
analyses are conducted in accordance with the existing
business procedure and business requirements. This way,
the extracted information from the large amounts of data
can be applied for specific business processes and
decision making can be specific and can contribute to
business performance.

The decision making process is conducted in the third
element (3) of the model. Here, the managers and even
authorized employees are supported by valuable
information extracted from databases. From the decision
module, there are two main results. The first is a decision
that is integrated into business processes (4) in order to
improve them and see the potential expected results. The
second result of the decision module is an action that is
applied in real-time (5). These actions are applied in
managerial strategic and operational processes. Compared
to decisions in business processes (4), real-time
application (5) is conducted in stand-by business
processes, which require timely action. This approach
increases efficiency as time-sensitive issues and processes
are categorized and decisions are "tailored" in a timely
manner, while decisions for non-urgent business processes
are handled differently as they don't require prioritized
action. This option is crucial especially when there are
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multiple actions/decisions required for different processes,
and prioritization is imperative.

IV. GUIDELINES AND SUGGESTIONS

Based on the analyzed literature in the domain of
business intelligence systems, big data and their
application in enterprises, the following suggestions and
guidelines for improving business performance through
decision making are presented:

o domestic enterprises should evaluate their
business processes and to identify which
processes and functions can be supported

through business information systems.

when choosing a business intelligence
solution, managers have to aware of the
enterprise’  financial and  intellectual
capabilities as well as the enterprises
requirements.

the business intelligence system should be
configured in manner that includes a wide
array of business processes and the analysis
part of the system should include modularity
to some degree, which would allow for
narrow and specific decision making.

if the enterprise doesn't have enough financial
resources for internal business intelligence
systems, managers could consider such
systems provided from third parties. These
solutions are mainly cloud-based and can be
appropriate for enterprises of any size.

data security has to be taken into
consideration depending on from where the
data is obtained. Regulation has to be
followed and privacy laws should be taken
into consideration when extracting and
applying data.

before considering any type of business
intelligence system, managers have to
evaluate the situation in which the enterprise
is. Namely, business intelligent system can't
solve structural issues and strategic issues
within an enterprise. Similarly, if the
enterprise can't achieving even moderate
competitiveness on the market, then the
potential of a business intelligence system to
improve business performance is low.

business intelligence systems have the main
role as decision support systems, and they
should be treated as such. This means that
these systems are not a solution but rather a
type of enhancement. However, in rare
occasions, if the main issue is decision
making, then a business intelligence system
model for decision making would, in fact
significantly ~ contribute  to  business
performance improvement.

Overall, enterprises have to consider the possibilities
of modern technologies. Especially advanced systems (in
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this case business intelligence systems) that have the
potential to improve the various aspects of conducting
business. It is also important to note, that conducting
business in the modern, digitalized economic
environment, requires complex and flexible approaches
and business strategies that can adapt quickly to dynamic
changes on the market.

V. CONCLUSION

The digitalization of socio-economic dimensions, the
globalization of markets, and the rapid development of
technologies, has led to new business dynamics, where
enterprises face challenges and issues regarding
competitive ability and sustainable business development.
In this paper, the application of business intelligence
systems for decision making was addressed. It can be
concluded that such systems possess tremendous potential
if applied correctly. The presented generic and theoretical
model provides an overview on how big data from various
sources transform into a decision that can help improve
business processes.

The main limitation of this paper is the lack of meta-
analysis and the lack of empirical research. However, the
paper is structured as a review paper with discussion on
suggestion and guidelines. The paper provides a solid
basis for future research, and contributes to the existing
body of literature as it analyzed the modern concept of
business intelligence application. For future research it is
recommended to conduct surveys in enterprises to
investigate  indicators  (decision  making  time,
communication, revenue, reaction to market changes etc.)
pre- and post- business intelligence  system
implementation.
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Abstract - Due to the dynamic changes on the international
and digitalized market, enterprises have to adjust their
business strategies in order to obtain and maintain a
competitive position on the market. Finding use in Internet
of Things and Big Data for enterprise opens doors for
development in various business functions. The large
volume, velocity and variety of data presents a "'goldmine"
when it comes to obtaining significant information that has
the potential to increase business performance. In this
paper, the improvement of CRM systems through Internet
of Things and Big Data is addressed. The paper presents a
generic theoretical model of a CRM system that is based on
Internet of Things and Big Data. This way an overview is
provided when it comes to the development of CRM systems
and their application in domestic enterprises. Modern CRM
systems present an important part of conducting business in
dynamic markets where there is a “battle”™ for every
customer and retaining existing customers is an imperative.
Overall, this paper provides a solid basis for future research
in this domain.

INTRODUCTION

The modern business environment is characterized by
the fast-paced distribution information and data from
customer to customer, from business to business, and from
customer to business. In such an environment customer
relationship management (CRM) systems are becoming an
imperative when it comes to achieving and maintaining a
competitive position on the international and globalized
market [1]. CRM systems, if implemented and applied
correctly, can positively affect the development of
appropriate relationships with key customers and market
segments [1]. CRM in the context of the modern business
environment focuses on activities and processes that
define revenue streams and through demand can be
optimized [2]. The strategic importance of CRM resonates
through business performance indicators, thus enterprises
have to find the most appropriate solutions when it comes
to technology application within CRM. Internet of Things
(IoT) and Big Data Analytics (BDA) possess the
necessary framework for obtaining data, and for
effectively processing the data for good relationship
building with customers. The noted technologies have
capabilities for ensuring benefits and positive outcomes in
the customer-enterprise relationship [2].

Big Data Analytics can be viewed as the analysis of
multidimensional data that is accessed through various
forms of digital media. The majority of data comes from
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the Internet of Things. As the development of hardware
and software progresses at an immense rate, the available
data that is being hyper-distributed across Internet
platforms, requires larger and more sophisticated and
high-powered infrastructures that can manage the analysis
of such robust datasets [3]. More precisely, the application
of Big Data Analytics requires the parallel advancement
of the implement infrastructure alongside with the
advancement of data that is distributed and obtained.

Furthermore, as noted earlier, the Internet of Things,
which includes the wide use of devices and software that
have the capability to record and capture information, as
well as to distribute it in an automated-way [4]. It can be
defined as interrelations between computing devices and
physical objects and it involves a wide range of
technologies that emerged in the digital revolution. The
communication transpires between two or multiple
devices on the Internet [4]. Internet of Things in the
context of data driven CRM systems, can be viewed as
part of Big Data analytics. More precisely, Internet of
Things represents one of the main sources of data that is
analyzed with the goal to develop and improve the
customer-enterprise relationship.

This paper consists of four main sections (excluding
the Introduction and Conclusion sections). The first
section addresses Internet of Things and CRM. The
second section Big Data Analytics and CRM. The third
section presents the theoretical model of a CRM system
that is based on Internet of Things and Big Data. The
fourth section notes guidelines and suggestion regarding
CRM system application with Big Data and Internet of
Things.

l. INTERNET OF THINGS AND CRM

The Internet of Things can be viewed as complex,
intelligent and innovative network of interconnected
devices and services where the main constructs are
information-communication technologies (ICTs) [5]. This
complex network of smart devices and internet-based
services provide extensive and comprehensive information
on customer experience, product information during and
post- exploitation, and other type of metrics. Marketers
can apply this information for developing better products
and services with the goal to improve the relationships
with customers [5].
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Internet of Things is based on four key areas. These
are sense (collecting large datasets from sensors that are
implemented in various scenarios); communicate (refers
to data communication and how the pre-existing platforms
changed and transformed and that smart devices provide a
new channel through which data is collected); analyze
(includes the analysis of data collected from devices and
from Internet platforms in real-time); and act (this refers
to the action and closing a cycle, which is based on the
collected, stored and analyzed data) [6].

Product development through Internet of Things can
differ in type, and there are several main types such as
new-to-the-customer, new-to-the-enterprise, broadening of
existing product lines and brands, product modifications,
innovations and improvements, remarketing of products
and reducing costs [5].

As the globalization of markets has brought challenges
to enterprises across industries, achieving a competitive
edge on the international market is difficult and for the
majority of enterprises practically impossible [7]. CRM
systems in such a dynamic business environment represent
an important technology segment that help organizations
manage business processes in a manner that will result in
better relationships with customers. Modern ICTs have
made it possible for enterprises to apply sophisticated
solutions at lower costs compared to a previous period
when advanced ICTs and devices with large computing
powers were exclusive to enterprises that could afford
them due to their high sale price [6]. Today, the wide use
of modern ICTs, opens doors for enterprises when it
comes to CRM. More precisely, modern CRM systems,
which are based on advanced ICTs, have the potential to
collect significant data on about customers. From here, the
CRM system is involved with large humber of business
processes including lead generation, data analytics,
campaign management, solution customization, content
management, and enterprise marketing management [6].

CRM systems based on the Internet of Things can be
viewed as e-CRM that includes several key indicators and
dimensions such as product and service customization,
customer care and support, online community integration,
convenience of product and service use, personalization of
values, interactivity with customers. It is important to note
that a lot of CRM initiatives are not successful, and just a
handful of CRM strategies bring adequate results.
Customer data is collected, stored and analyzed for
achieving and improving sustainable profits, creating
value for the enterprise and for the customer, and to
improve customer satisfaction [8]. In addition, the current
business environment and current digitalized markets
require that enterprises adapt to the behavior of digital
consumers. A CRM model that is based on online
customer and consumer data can be applied in
combination with consumer-related software and
hardware and through this the management process can be
improved which further translates into improved business
performance [8].

Internet of Thing has changed the dynamics and
relations between customer and enterprises. Customer
networks are intensified through hyper-dissemination of
information about products, services, enterprises, and
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other customers' experiences. These digitalized customer
networks are cornerstone of data collecting in the modern
CRM systems that are based on the Internet of Things and
other Internet platforms. [9]. An important segment of
such CRM systems is the development of trust between
customers and enterprises, as often sensitive data is
collected. Overall, the Internet of Things in the function of
CRM systems represents a complex network of customer
data which is accessed. The collection and analysis of
robust datasets resides under the domain of Big Data
Analytics.

Il. BIG DATA ABALYTICS AND CRM

Big Data Analytics can be viewed as an integrated
whole of data mining tools, techniques and technologies
that are implemented into enterprises with the goal to
extract valuable information about customer and
consumer behavior with the goal to generate business
reports. These reports include information on trending and
future trends as well as insight on other metrics, with the
goal to improve business performance [10]. The business
performance improvement comes from an effective CRM
system that is based on the noted data analysis. Big Data
Analytics refers to the analysis of robust datasets, while
the Big Data phrasing refers to the dataset itself. Such data
is considered to be a crucial factor for innovation,
technological improvement, strategy development, and
business process improvement.

Big Data tools make massive analyses of large datasets
possible. Big Data can provide significant and statistically
acquired information on the existing relationships between
internal and external business metrics. In this paper the
main focus of Big Data is its application in CRM systems.
Data collected with the purpose to support CRM systems
is often categorical and this can be a challenge for
extracting information for decision support. However,
smaller and categorical datasets can be useful for
determining specificities. Namely, larger datasets can
annul some relations between indicators if they are not
numerous. This can be an issue if the enterprise aims at
these low probability events and occurrences. Therefore,
Big Data Analytics has to be optimized and synchronized
with the objectives of enterprise and the implemented
CRM system. [11].

Modern CRM systems rely on Big Data for acquiring
data that is high in volume, variety, veracity, velocity and
provides value for the enterprise. Enterprises, both public
and private, move towards big data solutions with the goal
to extract value from digital sources such as social
networks, smart devices, voice recordings, image
processing, government data, consumer and customer
activity online, and search engine data [12]. The market
for this data is so vast, that there are numerous enterprises
that specialize in collecting, storing and processing data
from the noted sources. They package this data and sell it
to enterprises who themselves don't have internal Big Data
Analytics systems. After purchasing the data is applied for
improving CRM systems. These CRM systems are the
frontline of enterprises and require accurate data in order
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to ensure efficient and effective support for developing
better customer relationships.

Furthermore, Big Data is not without limitations and
flaws. Some of the key noted and experienced flaws of
such large datasets are vagueness (lack of volume
threshold definition, and the lack of understanding what
kind of data should be collected and what should be
looked for in order to extract value); lack of managerial
focus (there is no certainty when it comes to big data
analytics use and its influence on financial metrics, and
this may be due to data sources which are not, by design,
suitable for direct analysis regarding its impact on
business indicators); trivial significance (with the
advancement of ICTs it was somewhat expected that the
volume, variety and velocity of data will dramatically
increase, however, with such data, traditional statistical
approaches are not appropriate and statistical significance
based on these approaches is not applicable with big
datasets). [13].

I1l.  IMPROVING CRM AND BUSINESS PERFORMANCE

Enterprises implement and apply big data with the
goal to gain advantage, technology resources,
technological and innovative competence, support from
top management, and regulatory environment. Customer
big data has the potential to significantly improve and
CRM performance and operation management efficiency.
In addition, big data analytics can improve supply chain
logistics and financial performance [14]. However, in the
same study it was noted that even though due to the
advancement of modern ICTs, collecting and storing
customer data is not challenging as it used to be, this data
does not contribute to the CRM system without proper
analysis and processing. The process of data mining
involves techniques, tools and methodologies to extract
insightful and valuable information on the specific areas
of interest. The high volume and high velocity data has to
be effectively and efficiently analyzed and managed in
order to extract operable value creation and to enable bid
data related strategies.

Improving  CRM practices and overall business
performance is mainly based on derived value from large
datasets through the process of data mining. Customer
behavior data can categorized and graded in order to
develop internal specific customer segmentation reports.
Based on these reports, the enterprise can optimize and
modify its strategy models and operational functions so it
results higher customer satisfaction. [15].

Improving CRM and business performance through
Internet of Things and Big Data requires different models
of data mining and data analysis that depend on the set
goals that the enterprise wants to achieve. These different
models, or better say, different frameworks depend on the
volume, type, velocity, variety of data that is being
collected. Data can be collected online and offline as well.
The analysis in this case has to include a comparative
approach, too. CRM performance and overall business
performance involves the level of how extracted value is
applied in business processes and in CRM practices.
Utilization of data depends not only on the dataset and the
sophistication that involves its analysis, but also on
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managerial processes that decide on specific actions that
are to be conducted within business functions, including
the CRM system. [16].

Big Data can additionally enhance business operations
that further positively affects business performance
through increasing support in decision making. This is
particularly true for supply chain management. Data from
supply chains can be collected and analyzed in manner
that provide insight on how to optimize the distribution
and logistics. This approach has a tremendous impact on
lowering costs and increased efficiency of product and
service delivery, which positively affects customer
relationships and contributes to the effectiveness of CRM
practices [17].

Business performance and CRM performance and
directly and indirectly affected by the application of Big
Data Analytics. The indirect improvements come the
application of data mining in other business functions
including marketing (location-based marketing; micro-
segmentation of markets; sentiment and trend analysis;
and multichannel performance improvement);
merchandising (pricing optimization, design optimization,
placement optimization, assortment optimization); supply
chain (distribution optimization, supplier negotiation,
logistics  improvement,  inventory = management);
operations (transparency of conducted actions, labor input
management); new business models (web-based markets
and market segmentation; price comparison services [18].
A theoretical model of a CRM system that is based on
Internet of Things and Big Data is presented on Figure 1.

1

Internet of

A Big Data
Things

Customer
feedback

Figure 1. CRM system based on Big Data and Internet of Things

The model presented on Figure 1. has seven main
elements. The first two elements are Internet of Things (1)
and Big Data (2). As noted earlier both of these include
large amount of networks and devices from which data
can be collected. After this data is collected it is not yet in
an adequate form to be applied in the enterprise.
Therefore, the data has to be analyzed, categorized, and
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extracted in a manner that it provides valuable information
on the subject of interest. This part of data analysis and
information extraction is conducted in the third element of
the model - Big Data Analytics (3). Afterwards, the
obtained valuable information is applied within the
existing CRM system (4). The application can be in the
form of decisions and actions. The action part (5) refers to
the enterprises operational and strategic actions that aim at
improving the relationship with customers. Next, the
results of specific actions are evaluated through customer
feedback (6). Based on the feedback, comparisons are
made with the existing actions, plans and strategies, and
optimization is conducted where necessary and applicable.
This way a continuous loop of optimization and
improvement can assured, which can significantly affect
the outcome of business processes.

IV. SUGGESTION AND GUIDELINES

Based on the noted literature sources in the domain of
Internet of Things, Big Data, and CRM systems, and in
accordance with the developed theoretical model, the
following suggestions and guidelines for domestic
enterprises are noted:

e Existing CRM systems should be evaluated
and weaknesses have to be identified. From
here, the potential of Big Data and Internet
of Things application can be taken into
consideration as solutions or means of
improvement.

e Managers have to define and identify
existing relationships with customer as well
in what percentages are these relationships
the direct result of CRM practices. Based on
the obtained information, managers can
decide if CRM practices should be improved
and modern ICTs implemented or a whole
new CRM system approach is needed from
bottom-up.

e Internet of Things and Big Data applications
in CRM systems can be expensive depending
on the needs of the enterprise. Thus,
managers have to determine if the existing
CRM system is sufficient, or the risk of
implementing new technologies has positive
expected value.

e The application of Internet of Things and Big
Data in CRM systems can be through a third
party service provider. These providers
possess the necessary infrastructure and can
extract information for clients (enterprises).
However, for achieving maximum efficiency
and efficacy, internal CRM systems with the
noted technologies are preferable.

e An important aspect of CRM systems is data
security. Enterprises have to conduct Big
Data Analytics and use customer information
in accordance with regulatory policies.

In sum, the Internet of Things and Big Data as two
important sources of customer data can significantly

contribute to existing CRM systems. It is important to
note that, like with any other modern technology, without
and existing strong basis (in this case a well established
CRM system), the implementation of a new technology
doesn't guarantee success, rather it should be viewed as an
enhancing mechanism.

V. CONCLUSION

Internet of Things and Big Data present tremendous
sources of data that can help an enterprise to achieve its
business goals. The theoretical model presented in this
paper provides and concise insight on how Big Data and
Internet of things can support CRM systems. This can
further increase the intensity of customer relationship
development and increase the percentage of retaining
customers. It can be concluded that regardless of
enterprise size and industry in which it operates, a CRM
systems based on advanced technologies is imperative,
especially in the new hyper-dynamic and information rich
digitalized market. It is important to note, that such
systems have to take into consideration privacy laws, and
data security as inadequate handling of sensitive data can
severely affect the enterprise.

The main limitation of the paper is lack of meta-
analysis and comparison of studies conducted in this
domain. Therefore, for future research, it is recommended
to address similar studies in this domain and to conduct
empirical analysis in enterprises that apply Internet of
Things and Big Data Analytics in their CRM systems and
CRM practices.
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Abstract - Sustainable development and conducting
business while taking into consideration the sustainable
development goals (SDGs) presents a new reality of the
modern business environment where socio-economic
dimensions are affected by ecological dimensions due to the
increasing negative effects of resource overexploitation. As
the majority of enterprises focus on increasing profits, the
negative impact on the natural environment takes its toll in
various forms (climate change, fauna and flora destruction,
pollution etc.). Therefore, enterprises should consider
changing and adapting their business model to fit within the
context of sustainability, and to take into consideration the
SDGs. Sustainability and sustainable development
indicators are important metrics that shape future business
performance and competitiveness. In this paper, the
application of information systems in the context of
sustainability is analyzed. The main goal of the paper is to
provide an overview on information system application in
the context of sustainability. In addition, based on the
literature review, suggestions and guidelines regarding
information system application and sustainable business
development are proposed. The paper provides a solid base
for future research in the domain of information systems
and sustainability.

INTRODUCTION

Information systems can be viewed as an integration
of hardware and software that are implemented and
applied in enterprises. The main goal of information
systems is the collection, storage, evaluation, analysis,
creation and distribution of data. The obtained information
from such analyses can be applied for improving
management, control, coordination and optimization of
business processes. This type of data dissemination can
significantly help and support both employees at lower
hierarchical levels in enterprises as well as employees in
middle to upper management in making decisions or
improving overall business performance. Information
systems can be viewed from the aspect of its components
and from the aspect of its roles in the enterprise [1].

Sustainable development can be presented as the
means of development that meets human needs with
available resources, without endangering natural systems
and the environment, thus ensuring the long-term
existence of human society. The concept of sustainable
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development represents a new strategy and philosophy of
social development. Unfortunately, the majority of
enterprises are focused on increasing profits, productivity
and overall enhanced business performance. This often
leads to sharp rises in resource overexploitation rates on
micro (local communities, regions) and macro (national,
international) levels [2]. Sustainable development goals
(SDGs) that address seventeen dimensions of
sustainability require enterprises to address the concept of
environmental efficiency as well as impact indicators that
show the volume and intensity of negative or positive
impact of business processes on the environment. The
application of modern information systems can improve
how enterprises conduct their business from the aspect of
sustainability and resilience. This resilience refers to the
resilience of enterprises to the continuous and dynamic
changes on the market, as well as on the resilience of the
environment that is affected by business processes.
Resilience in both cases can be viewed as the ability to
cope with sudden changes (exploitation shocks, sharp
trend changes on the market). Information systems can
increase resilience through dampening the intensity of
changes as enterprises can prepare for them. Similarly, if
there is enough data on environmental effects of a new
business strategy, the potential harm can be predicted, the
negative effects can be reduced, effectively increasing the
resilience of the environment [3].

In this paper, the potential of information system
application in the context of sustainability is analyzed.
The paper consists of four main sections (excluding the
Introduction and Conclusion sections). The first section
provides an overview on sustainable development. The
second section addresses information systems, while the
third section notes the application of information systems
in the context of sustainable development. The fourth
section notes suggestions and guidelines when it comes to
information ~ system  application ~ for  sustainable
development on a national level and on the level of
enterprises.

l.  SUSTAINABLE DEVELOPMENT

The first association to sustainable development of
people is usually environmental protection, ecology,
recycling and renewable energy. Some of the biggest
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problems that sustainable development addresses are
global warming, ozone depletion, the "greenhouse effect”,
the disappearance of forests, the conversion of fertile land
into deserts, the appearance of acid rain, the extinction of
animal and plant species. Additionally to the ecological
and environmental aspect of sustainable development, it
also implies the balance between resource consumption
and the ability to regenerate natural systems. It is also
important to note that the goals of sustainable
development are interconnected, so that when achieving
one goal, there is a positive influence on the other goals of
sustainable development. Similarly, if there is a lack of
improvement in one of the sustainable development goals,
this can negatively affect other sustainable development
goals. There are a total of 17 sustainable development
goals and these are: 1) A world without poverty; 2) A
world without hunger; 3) Good health; 4) Quality
education; 5) Gender equality; 6) Clean water and sanitary
conditions; 7) Available and renewable energy; 8) Decent
work and economic growth; 9) Industry, innovation and
infrastructure; 10) Reduction of inequality; 11)
Sustainable cities and communities; 12) Responsible
consumption and production; 13) Climate action; 14) Life
under water; 15) Life on earth; 16) Peace, justice and
strong institutions; 17) Partnership to goals [4].

The way enterprises manage waste and how they treat
the natural environment affects how natural resources are
managed in the long-term. Through sustainable
development economic growth is optimized in order to be
inline with environment principles. There are 4 key
principles of sustainable development. These are
maintaining the same volume of production; maintenance
of unchanged stocks of natural resources; setting a safe
minimum  standard;  application of  operational
environmental principles [5]. The first principle mostly
refers to the consumerist society. Society is often not
guided by needs but by desires and impulses. People buy
not only what they need but also everything they want and
as much as their possibilities allow. This leads to
overproduction and mass production of surpluses, which
often end up unused in some form of waste. This can
further have a negative impact on sustainable
development. It also directly affects another principle that
deals with the management of natural resources. It often
happens that resources are wasted without any worries or
thoughts about the future. Society needs to understand that
of certain resources there is only a limited amount and that
some do not belong to the group of renewable resources.
An alternative should be sought for such resources and
their current consumption reduced [6].

Sustainable development as an imperative for
enterprises that conduct business in a globalized market,
requires exceptional efforts from management when it
comes to improving business to the extent that it is in line
with standards that have the function of maintaining and
protecting the natural environment [7]. As management
information systems are based on information systems and
computer infrastructure, they have the ability to report to
management on business results, resources expended, and
even on employee satisfaction. In this way, management
can make adequate operational and strategic business
decisions that will further affect the competitiveness of the
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enterprise. If a superior solution in the form of information
system management is developed and implemented, then
there are higher chances of achieving a competitive
market position.

Il.  INFORMATION SYSTEMS

Information systems specialized for decision making
and enterprise management belong to the concept of
information system management. These systems collect,
store and process large datasets from the internal and
external business environment. Based on the processed
data, market trends and other indicators that can affect
business performance are identified and defined [8]. By
identifying and defining the situation in which the
enterprise is in relation to the market, managers can make
decisions aimed at improving business performance and
achieving a more competitive position in the market.

The components of information systems represent the
core structure of these systems and as such are an integral
part that cannot be left out. The five components of
information systems are hardware, software, data, human
resources, or more simply, people and processes.
Hardware, software and data fall under technology. In
addition to the above five components, due to the
expansion of the application of ICT, communication as an
exchange concept can also be considered a component of
information systems [9].

The first type are Executive Support Systems (ESS),
and are used predominantly by executives in the strategic
decision-making process [9]. The next type are
Management Information  Systems (MIS). These
information systems focus on the internal business
environment where data is collected on business processes
that are difficult to improve [10]. Managers can also apply
management information systems to strategic planning.

The third type of information systems are Decision
Support Systems (DSS). These systems focus exclusively
on data collection, storage and processing in order to
identify and define alternatives and make effective and
efficient decisions for certain business processes [11].
Furthermore, the fourth type of information systems are
Knowledge Information Systems. These systems are
implemented and applied in order to create and exchange
information that creates and develops intellectual capital
within the enterprise [11].

The fifth type of information systems are Transaction
Processing Systems (TPS). These systems are designed to
increase the efficiency and effectiveness of the
implementation of transactions that are by nature repeated
several times within business processes. They can be used
to automatically issue invoices, pay bills, pay taxes, create
reports [12]

The sixth type of information systems are Office
Automation Systems (OAS). These systems aim to
increase and improve the efficiency and effectiveness of
employees who process data and information. These
information systems are mostly in the form of various
software applications and integrated solutions [12].
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I1l.  INFORMATION SYSTEMS AND SUSTAINABLE
DEVELOPMENT

development goals, the following suggestions and
guidelines for domestic enterprises and the domestic
economy are proposed:

From the perspective of sustainable development,
information systems often focus on "green IT" rather than
direct on sustainable development. However, information
systems possess the capacity to address multiple
dimensions of conducting business. These are economic
dimensions (increasing profits, reducing costs, growing
revenue), social dimensions (wellbeing of local
communities and engaging in corporate social
responsibility), and environment dimensions (preservation
of the environment, reducing and annulling
overexploitation of resources, and reducing the
degradation of the environment that sustains society) [13].

The new technological revolution and the
digitalization of social and economic dimensions has led
to big changes that affect the environment. The
application of information systems can provide an
interdisciplinary approach to resolving environmental
issues through sustainable practices. Information systems
can be integrated into organizational and economic
mechanisms that embrace sustainable development [14].
Information systems can be implemented into various
organizations with a wide variety of functions. For
example, sustainable living was addressed through
information  system-based village indexing where
parameters such as bank facilities, transportation, water
distribution, electricity distribution, road infrastructure
and other services were analyzed. Through such system,
allows a more effective and efficient way of resolving
issues, thus improving several aspects of the sustainable
development goals [15].

Another approach of achieving and improving several
sustainable development goals at once includes the
application of information systems in supply chain
management. This approach includes the integration of
raw material selection, product design, delivery of raw
materials, delivery of end products to the market,
manufacturing processes, end-of-life product
management, and overall it includes the integration of
capital flows, material flow and information distribution
[16]. On a broader scale, information systems along with
advanced ICTs can significantly improve agriculture in a
sustainable manner [17]. Furthermore, improving
education can be achieved in the domain of computer
science with the addition of sustainable development
goals. Integrating information systems could increase the
learning experience and improve education quality [18].

Finally, information systems application with modern
ICTs are the cornerstone of a sustainable information
society. The concept of information society is aimed at by
numerous countries as such societies have higher social
and economic growth compared to countries that didn't
advance to higher levels of ICT application, or better say,
are not fully operating in within the context of information
society [19].

IV. GUIDELINES AND SUGGESTIONS

Based on the analyzed literature in the domain of
information system application in the context of
sustainability, and taken into consideration the sustainable
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Enterprises have to evaluate their business
processes and business strategies in
accordance with the main sustainable
development goals. After identifying critical

issues, potential solutions should be
addressed.
Modern information systems should be

considered for specific business functions in
order to make it sustainable and reduce
overexploitation.

National incentive programs could be
introduced for enterprises that modify and
conduct their business in accordance with
sustainable development.

Achieving sustainability should not be only
on paper. More precisely, organic, long-term
sustainable strategies are an imperative, as
short-term solutions are not adequate.

Information systems can be implemented into
various socio-economic and ecological
dimensions. On a national level governance
services should be centralized, and main
governance bodies should be connected with
local communities and their governance
bodies.

Information systems can be applied for
national competitiveness indicator analysis
and segment competitive ability into smaller
parts that all the way to single enterprises.

The implementation of information systems
on a national scale should be conducted
simultaneously across all urban and rural
areas. Integration into a functioning
information system on such a large scale
requires adequate implementation
percentages across the country.

Enterprises have to identify what negative
effects are they causing in which sustainable
development category and modify their
business process accordingly.

One of the main problems of sustainable
development is the lack of awareness among
people. It is a consequence of omission in
education. Raising the general educational
level of the population can contribute to
solving future environmental problems and
provide a stronger basis for sustainable
development.

Sustainable development as a new model of
society development and its interaction with
nature is difficult to imagine without its
reliance on science and education. In fact, the
idea of the priority of education is the core of
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the transformation according to the model of
sustainable development of society.

Overall, information systems have the potential to
improve the process of achieving sustainable development
in various areas and enterprises along with governance
bodies on a national level should evaluate the possibilities
of information system implementation in the context of
sustainability.

V. CONCLUSION

Sustainable development and sustainable development
goals require strategic approaches from enterprises and
effective actions on a national level. Information systems
have the potential to increase the process of achieving
sustainability across the seventeen goals of sustainable
development. It can be concluded that information
systems, if applied correctly, can improve and enhance
business process and public services in a sustainable
manner across industries, including but not limited to
SMEs, manufacturing enterprises, law, governance,
environment preservation etc. The necessity for
sustainable development and its role in socio-economic
and ecological dimensions will only grow. National
strategies have to take place in order to optimize economic
growth and environmental preservation. Enterprises have
to consider sustainable business models in order to
become and stay competitive on the international market.

The main limitation of this paper is the lack of
enterprise data analysis. However, the main aim of the
paper was to review sustainable development and
information system application along with noting
suggestions and guidelines in this domain. For future
research it is recommended to address sustainability
indicators in enterprises. In addition, a structured meta-
analysis can conducted across industries.
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Abstract - The deficiency of data for patients with chronic
diseases and other diseases and previous medical treatments
shows a significant weakness with many patients. Typically,
due to the healthcare system insufficiently, patients with
comorbidities might not survive the diseases, especially
when the disease is novel. The lack of information on genetic
disorders in patients they are not aware of also contributes
to increased patient deaths. This leads to the need to
integrate medical and health data with various biological
and other data, especially in pandemic circumstances and
the increasing number of patients with chronic diseases.
Patients' health data issues are evident, but they are stored
in various hospital and public health systems such as
electronic health records (EHRs), healthcare institutions,
and laboratories. Furthermore, biological data are often not
integrated and cannot be used by patients, physicians, and
specialists to treat particular diseases. Although the urgent
need for healthcare and medical data integration is
apparent, personal data protection laws are rigorous. They
do not allow much progress in the field without
implementing patient healthcare data security and privacy
standards. One solution for this issue is establishing a
personal health record (PHR) as an integrative system for
the patient. Many ontological frameworks have been
proposed to unify the record formats, but none of them is
accepted as healthcare standards. The efforts towards
approving the HL7 standards and the well-known medical
codding systems promise future data integrations. Also,
some attempts are made to associate particular diseases with
data obtained from external environmental sensors that
measure disease-related data. Using these data, called
exposure data or exposome, one can clarify the increasing
symptoms of particular diseases influenced by external
factors. This paper proposes a cloud-based model for
integrating healthcare and medical data from different
sources as EHR, health information systems, and
measurement sensors into PHR as the first stage towards
integrating patient health data. The medical data, PHR,
numerous biological and exposome data, and data obtained
from wearables are considered and stored on the cloud
following the required data security and privacy standards.

Keywords- Electronic Health Records, Personal Health
Records, Internet of Medical Things, Data Integration.
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. INTRODUCTION

The streams of healthcare and medical data nowadays
are stored in diverse hospital information systems (HIS)
providing protected data for patients in the form of EHR,
medical prescription, diseases diagnoses and treatments.
These data are owned by many healthcare providers and
usually are not accessible to the patients. Taking into
account the trends of the population ageing as well as the
need for medical care that increases all the time the
patients use some wearables according to the concept of
10T and its part Internet of Medical Things (Io0MT). They
use these wearables for health purposes, according to the
concept of Ambient Assisted Living (AAL) that produce
many different types of data for the patients’ live
conditions and some health parameters. These wearables
(sensors) usually are connected with the measurement of
some healthcare parameters and collect data for human
behavior and health parameters and conditions. If we
consider also the exposome concept and all data collected
from the environmental pollutions that influence
healthcare, we can realize that there are wide amounts of
data connected with human health. Recent research
shows the increasing interest in the usage of personal
patient’s data in the residence where the patient resides at
the moment, providing accurate data for healthcare staff
that can provide healthcare at the moment when the
patient needs medical help and care. The development of
artificial intelligence (Al) techniques also can provide a
mechanism for healthcare risk assessment when the
environmental and chemical exposure data, known as
exposome, and other omics and medical data are
available. This fact and the usage of this kind of data lead
to the need for healthcare and medical data integration.

The proposed solution for this very complex issue is
connected with the implementation of strong security
standards for healthcare and medical data is the creation
of a patient-centric system with Personal Health Record
(PHR). This concept considers the responsibility of the
patients to secure their PHR and the possibility to share
with a selected medical person, temporarily. This concept
demands a complex cloud-based architecture as well as
the education of the medical staff and patients for
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increasing digital healthcare literacy. This kind of
integrated system also has to support the usage of many
wearables connected with mobile applications for
measuring and monitoring the vital signs of life,
connected with wireless sensors. In addition, the concept
has to support input of unstructured data types as
healthcare history, medical images, lab results as well as
some biological data or data from HIS, EHR, data owned
by healthcare providers.

The second challenge nowadays is the patient’s
healthcare risk assessment. This risk assessment demands
the usage of PHR, omics and exposome data [3] that have
to be accessible for boots (software agents) for risk
assessment. Such complex digital structure is created in a
cloud environment, taking into account the security and
privacy data protection issues, differ from one country to
other. All these different types of collected data,
structured, semi-structured and unstructured, have to be
saved and acquired according to well-known standards in
healthcare as HL7, FHIR, openEHR [16] and to use
codding systems as ICD10, standard key terms, such as
Medical Subject Headings od SNOMED.

The paper proposes a model of integration of
healthcare and medical data in a patient-centric electronic
PHR cloud-based system, connected with previously
mentioned biological and medical data, omics and
exposome data (Fig.1). The purpose is to provide the
possibility of combining PHR data with others data types.
The paper considers some related works connected with
the areas of interest — the attempts for healthcare personal
data integration. The third section explains the proposed
model of integration of healthcare and medical data and
the possibilities for semantic integration of medical,
clinical, patient-oriented data, as well as sensors’ and
exposome data. The final section validates the model and
gives some recommendations for future works.

Il.  RELATED WORKS

Some many attempts and papers that describe some
efforts to integrate healthcare, HIS, clinical and medical
data to provide healthcare data analysis intended for
healthcare decision-makers. Nevertheless, all these
heterogeneous data are stored in many different places,
formats and heterogeneous platforms and their integration
is a very challenging and demanding task. We can
mention Silvestri et al. in [10], in which they proposed a
big data architecture for big data analysis considering
EHR and PHR data from structured and unstructured HIS
document, considering a model for decision makers’
support according to the national law, using Spark,
MongoDB and DL-bases Al module for NLP. An open
data integration platform for patient, clinical, medical and
historical data, stored across multiple HISs, is proposed
in [13], in which they address patient-centred healthcare
and clinical decision support requirements. In this model,
they integrate further heterogeneous data sources such as
data streams generated by wearable 10T devices. The
distribution of scanned documents at one health
institution and the design and evaluation of a system to
categorize documents into clinically relevant and non-
clinically relevant categories as well as further sub-
classifications were described in [14]. Serbanati presents
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a method for digitizing the concept of health by
processing the existing information in EHRs with the
help of several dedicated services [20]. Precision
Medicine includes the discovery of a patient-specific
pattern of disease progression and a determination of the
precise therapy for that pattern, and the corresponding
personalized delivery of care [7]. An lIoMT platform for
pervasive healthcare that ensures interoperability, quality
of the detection process, and scalability in a machine-to-
machine-based architecture and provides functionalities
for the processing of high volumes of data, knowledge
extraction, and common healthcare services, was
proposed in [15].

In [8], the authors had demonstrated the feasibility of
a scalable, accurate, and efficient approach for medical
device surveillance using EHRs, presenting that implant
manufacturer and model, implant-related complications,
as well as mentions of post-implant pain can be reliably
identified from clinical notes in the EHR. Liang et al. had
identified three threats from real cloud-based eHealth
systems, i.e., privacy leakage, frequency analysis, and
identical data inference [6].

Koren, Juréevi¢ and Huljeni¢ aimed at investigating
wireless sensors in the 10T context in contemplation of
model solutions in the field of eHealth [8]. Shah and
Khan outlined various secondary uses of EHR to give an
idea of how effectively EHR data can be used in different
domains such as clinical research, public health
surveillance and clinical audits to provide effective,
timely and quality healthcare facilities to the patients [5].
Gamal, Barakat and Rezk discussed different database
models’ appropriateness for integrating different EHRs
functions with different database specifications and
workload scenarios [17]. An application of an
unsupervised machine learning approach in discovering
latent disease clusters and patient subgroups using EHR
data was described in [18]. A knowledge-driven
framework able to transform disparate data into
knowledge from which actions can be taken to help
clinicians and data practitioners in the complex tasks of
extracting valuable knowledge from heterogeneous
datasets is described in [19].

Saripalle et al. have described a tethered PHR that
seeks to achieve interoperability by using open-source
standards and their implementation [9]. Warner and Levy
had debated several emerging paradigms for integration
including non-standardized efforts between individual
institutions and  genomic  testing  laboratories,
“middleware” products that portray genomic information,
albeit outside of the clinical workflow; and application
programming interfaces that have the potential to work
within clinical workflow [11].

The conclusion is that the mentioned models indeed
try to connect EHR data and provide data integration for
decision-makers or some national-wide integration
intended to high-level decision-makers in healthcare and
medicine. The security issues are considered from the
aspect of the patient and the patient’s country of living
[2]. First, the model is a cloud-based cross-border
healthcare system based on the PHR concept with an e-
health strategy. The key point is that data collection can
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be made out of hospitals and HIS and it is not obligatory
to be connected with EHR and country of living. This
concept demands also an increase in e-health and health
digital literacy and can support the national and local
medical and healthcare authorities [1] [4]. In addition,
data integration should be wider and has to provide data
integration not only for data analysis and decision-
making but to provide wider integration of a patient-
centric electronic PHR system with the possibility to
connect them with biological and medical data. The
purpose is to provide the possibility of combining PHR
data with omics data as well as with open access data
from exposome data that affect human health. This
concept demands solving the privacy issues of the level
of PHRs.

I1l.  MODEL OF HEALTHCARE DATA INTEGRATION

The model of a PHR-centric integrated healthcare
system is built according to HL7 standards with included
security and privacy concerns, especially in the part of
PHR, e-prescription and the e-referral system [4]. Taking
into account that this concept includes the usage of
sensors for measuring the vital signs of life, according to
the 10T concept, connected with mobile applications for
patients and medical practitioners, many security and
privacy issues have to be considered. There have to be a
couple of scenarios of data integration with the roles of
physicians, patients and pharmacists. Patients who have
their PHR in the system can have their data stored
according to HL7 and FHIR standards and provided
privacy and security from cloud systems. The patient
temporarily can grant access to their data to medical staff
who is also registered in the system. Patients also can use
PHR and mobile applications for citizens to collect
healthcare data in their PHR.

The doctors can use mobile applications connected
with the measurement of a patient’s vital signs of life
with sensors for professionals to provide data and to
collect them in the PHR. All sensitive data have to be
protected and secure in a cloud environment [1]. Users’
data also contain sensitive data such as personal
information, health family history, medical and
healthcare data, protected properly according to national
regulation regarding the personal data protection low in
the intended country. Some scanned unstructured data
can be entered in the PHR also and they can be accessible
to the medical staff. Labs and biometrics reports also can
be input into PHR as unstructured documents.

In the next stage, some medical and omics data can be
connected with PHR and related to some diseases. These
data can be analyzed by clinicians in order to provide
some genotype, phenotype and metabolic data related
data with some diseases. In addition, some soft data
related to healthcare can be provided and integrated into
PHR by a patient using environmental, social media and
other data known as exposome data.

A suitable structure has to be provided to have
available data for healthcare risk assessment for disease
taken from PHR and environmental data, connected with
location as well as some social media and stress
connected data. This extremely complex task has to
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include data analysis and complex algorithms, Al and
medical knowledge as well as risk factor analysis.

When the integration of healthcare and medical data
has to be considered, security issues are very important.
Security issues can be classified into two main categories:
information security and system security. Information
security usually means data encryption, data integration
and authentication. System security is connected with
some administrative, technical and physical security
levels. We can use the Authentication, Authorization and
Accounting server (AAA) that have to be integrated with
attribute  authority (providing Role and Routing
information). The encryption also has to be used as well
as access control to protect and enable PHR security and
privacy for the patients’ country of origin. Prevention of
unauthorized access to sensitive patient data at rest is
provided by data encryption. AAA layer of the system
uses the Keycloack Server as an Open Source ldentity
and Access Management server. Authenticated users
(doctors and pharmacists), according to the level of
digital identity assurance and patient consent, will have
access to this information.

Standardization is provided to prevent malicious
system misusing and has to enable security access
protocols, intrusion detection and prevention techniques,
providing SIEM systems, with audit logs of the users and
administrator activities [2]. The proposed model is
presented in Fig.1l. This model relies on high-level
security and privacy and provides adequate access to data
for the appropriate user. In the proposed model, the first
step to proper user orientation to the appropriate resource
is the AAA. It uses the Keycloak server to check type,
credential and the affiliation of user access. The first
check for secure access is verifying the authentication -
username and password to check if the user has the right
to access. If the user (patient or doctor) is authenticated,
the authorization check is performed, the role of the user
is determined. The last step in the AAA framework is
user accounting that measures the resources the user
consumes during access.

In this first level of security control, the user is
redirected to the appropriate control server in the
appropriate domain in the country of origin or affiliation.
Distribution is transparent to users, only one unique and
integral location for the APl URL is used by applications
and end-user integrations, regardless of the origin of the
request. Upon completion of the authentication and
authorization procedure, the client receives an
authenticated token that can be used to access the API
endpoints and through them access the EHR data.
Because user access data is disaggregated based on
affiliation, specifically on the user's country of origin, this
user identification and authorization data is stored on the
federal (shared) server in the respective country and is
used. The user can be assigned the appropriate role: a
patient who owns the PHR data, the physician who can
access and generate additional PHR data, and the
pharmacist who can access only parts for e-prescription
services. Role-based access control for accessing some
part or while PHR data is defined in user roles.
Subsystems that allow routing/redirection to appropriate
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API endpoints follow these rules, check the authorization
token, and grant or deny access to the required data.

Biological, medical and PHR data usually are stored
in relational and non-relational databases containing
structured and unstructured parts based on documents that
are encrypted at rest. Encrypted data can be further
segmented into two parts: a user-identifiable part and a
depersonalized part with medical data. Both parts use
different encryption keys and thus provide even better
security segmentation. This approach provides secure
access to personal data from PHR, for specific roles such
as a doctor, who need access to data for data analysis.
Keycloak allows these privileges to be defined in the role
of a doctor, but also allows the identified user to request
third-party authorization to access his or her data. The
special part is data taken from different owners of data,
EHR of the patients, HIS systems, labs, biological data,
the data from different bioinformatics databases of omics
data related to the specifics of each individual that require
special access by the authorized person. They can be
imported from physical paper documents in an
unstructured format, highly secured and there is no
integration of these data with the PHR.

Figure. 1 Model of integration of healthcare heterogeneous data
into PHR

The model contains another important part - patient
healthcare medical analyzes and assessment of the health
risk. The risk can be assessed using the exposome data
related to the location where the patients reside and work.
These data are usually public and connected with the
environmental conditions, saved in time-series data
stores, as well as social conditions of living. Data are
usually stored in external databases with high scalability
and can be used with efficient algorithms for the
detection of pollutants and alert of patients with some
chronic disease. Data are stored usually stored in time-
series and graph-based data repositories with predefined
parameters and values and are free for usage. This part
should not be subject to high-security criteria for access
and the user authentication is a sufficient condition for
access to the data.

Access to the base model of integrated electronic
PHR can be described in the next steps: First: the user
demands access to the system through Keycloak; Second:
Keycloak redirects to an appropriate sub-system with a
Keycloak server, located in the user's country of origin;
Third step: The corresponding Keycloak executes AAA
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compliance (log of the access -AAA); Fourth: Keycloak
assigns an appropriate role to the user.

The patient has access to their electronic PHR and
free access to the exposome data. These data can be used
for some tools for patient’s healthcare risk assessment.
The patient’s healthcare risk assessment can influence the
decision of doctors and patients about the lifestyle, place
of living, analysis of the patients’ medical condition and
the doctors’ recommendations. The patient has access to
the PHR from the encrypted database and can modify
their data but not their medical and healthcare data. The
patient can add scans from medical paper documents
obtained from HIS, lab and other diagnostic data.

The selected doctor has access to the electronic PHR
given grand permission by the patient. In addition, the
doctor has access to exposome data and consider
according to the gained health risk assessment for the
patient, decide for the needed treatment, give some
recommendations for future patient’s behavior, avoiding
some risk factors associated with particular patient’s
disease and health risk. Also, the doctor has access to the
patient’s PHR data, medical and historical data and
reports and was granted to enter new measurements for
the patient, results obtained with devices based on sensors
those measure vital signs, parameters of biometric data.

The doctor has the role and privilege to write an e-
prescription or e-referral. With the e-prescription, the
doctor shares that part of PHR with the pharmacist and
the patient can take the medicine for which his authorized
pharmacist has received an e-prescription. The e-referral
authorizes the referral physician to be able to see the
shared results by the physician who created the referral
for the patient.

The role pharmacist was granted access to e-
prescription given to the patient in the same domain in
which the doctor writes e-prescription. The pharmacist
has to provide the drugs or medication to the patient.

IV. CONCLUSION

The emerging healthcare situation and today lifestyle
demand quick access to patients’ healthcare and medical
data. Many problems can arise from a lack of healthcare
information, especially for patients with chronic diseases.
For this reason, the proposed model of a PHR-centric
integrated healthcare system is implemented following
HL7 standards. This concept of integration and proposed
model can solve the security and privacy issues,
especially in the part of PHR, e-prescription and the e-
referral system. The PHR-centric model integrates
heterogeneous data to provide an implementation of
evidence-based medicine for the patient who possesses
PHR in the place of temporary residing, accurate
healthcare risk assessment taking into consideration its
PHR, medical, exposome and omics data. The patients
who have their PHR can temporarily grant access to their
data to the registered medical staff and have the
possibility to use PHR and mobile applications to gather
healthcare data in their PHR. The medical staff can use
mobile applications connected with measurement sensors
for professionals to provide a measurement of a patient’s
vital signs and to collect them in a patient’s PHR, using
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the concept of 10T, loMT and sensors or wearables. The
sensitive personal data are protected and secured
properly. In the proposed model, specific medical and
omics data are connected with PHR and related to
diseases.

The other important advantage is the possibility for
healthcare risk assessment connected with the usage of
exposome data from environmental databases [12], social
media, and other public data that can be connected with
location and used by the software agents for healthcare
risk assessment [21]. It can be very useful for personal
healthcare risk assessment. All these depersonalized
medical and healthcare data can be analyzed using
suitable big data analytics tools for medical purposes,
using disease data for disease group risk assessment.
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Abstract — In this article, an analysis of outage performance
of selection combining (SC) receiver exposed to a—n fading
and a—p co-channel interference (CCIl) is done. The
expressions for probability density function (PDF) and
outage probability (Pout) are derived and presented in some
graphs. Fading and CCIl parameters impact is reviewed.
Then, simulation software environment for modelling and
planning of MIMO system with multi-branch SC receiver
working under influence of o—p fading and CCI, as
described in previous part of the paper, is described. The
aim of this procedure if to minimize the transmission costs
and provide the best possible Quality of Service (QoS) for
defined data transmission scenario.

. INTRODUCTION

Multiple input, multiple output (MIMO) is an efficient
antenna technology for wireless communication systems
where multiple antennas are used at both - transmitter and
receiver [1, 2]. The antennas at each end of the system are
combined to minimize errors, enlarge data rate and
improve the channel capacity. This technique allows to
radio signals to transmit over many different paths at the
same time. This manner of transmission with multiple
versions of the same signal provides possibilities for
signals to arrive at receiver without fading and co-channel
interference influence. This technique increases the signal-
to-noise ratio and transmission quality, what creates more
stable connections [3].

A few diversity combining schemes are used in the
receiver to choose the best received signal. They are:
maximal ratio combining (MRC), equal gain combining
(EGC) and selection combining (SC). SC is not technique
with the best performance, but is the least complicated and
the cheapest, and therefore often used in wireless
communication systems. Because of that is analyzed in
many papers [4]-[7].

In last few year many general fading distributions are
analyzed in available literature for describing fading in

55

wireless communications. For example, in [4], the first-
order statistical characteristics of dual-branch SC diversity
combiner, employed to reduce the influence of n-p fading
to the wireless telecommunications systems performance
were analyzed. The authors determined probability
density function (PDF), cumulative distribution function
(CDF), signal moments, variance, characteristic function
and channel capacity (CC) for defined system model.

The paper [8] introduces a general k—u fading
distribution. This distribution includes the Rician, the
Nakagami-m, one-sided Gaussian and the Rayleigh
distributions. Also, the log-normal distribution may be
well-approximated by the «—p distribution. This
distribution shows a very good fitting to experimental
data. Many researchers know deal with k—u distribution.
So in the letter [9], a novel analytical, closed form
expression for the outage probability (Pou), when useful
and interference signal experience k—u fading in the
presence of Gaussian noise is calculated.

The generalized a—x—p fading channel is analyzed in
[7]. Closed-form expressions for probability density
function (PDF) at the output of SC and MRC diversity
systems are given. Also, closed-form expressions for
Shannon capacity for cases of SC and MRC diversity
systems, and for the case of no diversity, were determined.

In newer time, the a—p distribution was proposed for
modeling the small scale fading variations. The a—p
distribution is also a general PDF characterizing the signal
envelope variation in multipath fading [10]-[18]. The
property of generality of the a—p distribution motivates
researchers to consider this distribution to model the small
scale multipath fading environments, but a little
complicated expression for PDF restricts the performance
evaluation of this generalized channel model.

So, in [11], the expressions for the amount of fading
(AoF) and the average CC for o—p fading channel were
derived. These expressions can be reduced to the


mailto:suadsara@gmail.com
mailto:nenad.petrovic@elfak.ni.ac.rs
mailto:z.popovix@live.com

11th International Conference on Applied Information and Internet Technologies - AIIT 2021

October 15th, 2021, Zrenjanin, Serbia

expressions for other channel models, obtained from a—p
fading as special cases [10], and that: Rayleigh
distribution by setting a=2, p=1, Nakagami-m (i becomes
a fading parameter m by putting a=2), Weibull (0/2 as a
fading parameter if u=1). The level crossing rate (LCR),
the average fade duration (AFD), and the joint statistics of
the correlated o—p random variables were analyzed in
[10]. In [12], the multivariate distribution of the o—p
distribution is derived. Further, the Pos the moment
generating function (MGF), and the bit error probability
(BEP) evaluation were obtained in [13].

The mathematical expressions and simulation of the
a—p channel model is described in detail in [2]. In [14],
the problem of energy detection of an unknown
deterministic signal over fading channels is observed. A
closed-form expression is derived for the average
probability of detection of the energy detector over a—p
generalized fading channels with SC diversity reception.

In [15], a model for the complex a-u fading channel is
presented. An efficient, simple, and general method to
generate complex a-u samples is proposed and the bit
error rate (BER) performance of an orthogonal frequency-
division multiplexing (OFDM) system is derived. Channel
parameters (nonlinearity, clustering, and power imbalance
of components in-phase and quadrature) are analyzed.

An enriched a—p distribution as feasible model for
fading in wireless communications systems is investigated
in [16]. Some performance measures of wireless
communications systems over this enriched o—p fading
are determined in terms of the Meijer G-function and
analysis of the system reliability investigated.

In [17], the authors analyzed joint influence of non-
linearity, described by o —p distribution, and shadowing
with inverse gamma distribution, to the wireless channel.
An approximate expression for PDF was derived over
o—p/inverse gamma fading channel by using Gauss—
Laguerre quadrature polynomial. Further, this formula is
used for derivation of CDF, moment generating function
(MGF) and nth moment. After, the average symbol error
probability (SEP) with MRC and EGC diversity is
obtained.

The paper [18] investigates the secrecy performance of
the Wyner’s wiretap model, where the main channel and
eavesdropper channel suffer correlated a-p fading. New
expressions for the average secrecy capacity and secrecy
Pout are derived for the considered scenario and the effect
of correlation on the secrecy performance has been
analyzed.

The average bit error rate of generalized spatial
modulation (GSM)-Spatial multiplexing (SM) is
calculated for fading channels described by k-p, n-p and
a-u distributions and compared with other existing
schemes (GSM and spatial modulation) in [19]. It is
proved that proposed scheme gives the best result.

Our paper is organized over five sections. In
Introduction, we described papers from the area. In the
second section, Po: Of the signal to interference ratio (SIR)
at the output of multi-branch SC receiver operating in
a—p environment was derived. In the third one, we
showed numerical results and analyzed parameters’
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influence. Planning and simulation environment are
presented in the fourth section. Finally, in Section V we
interpret findings and conclude the paper with possibilities
for future work.

Il.  CALCULATING THE OUTAGE PROBABILITY OF
SIGNAL TO INTERFERENCE RATIO AT THE OUTPUT OF THE
MULTI-BRANCH SC RECEIVER

In this section, outage probability of the MIMO
system which uses multi-branch SC receiver, is observed.
The transmitted desired signal experiences a-u fading as
well as co-channel interference. The model of the SC
receiver is shown in Fig. 1.

The input signal envelopes are denoted as xi, Xz, ...,
Xn. SC receiver has L input branches (L>2). SC receiver
chooses the signal from the antenna with the highest SIR,
and conducts it to the user. Output signal is denoted by x.
The envelopes of co-channel interference appearing at the
receiver input are yi, Y2, ... Yyn at each of the L SC
receivers’ inputs. A corresponding output CClI signal is y.

The PDF of the signal envelopes follow the o-p
distribution given by [10]:
aﬂ,uxay—l ,/u:)i
)= HXT e,
P (%) = o )

where « is a positive arbitrary parameter related to the
nonlinearity of the wireless medium, u > 1/2 is the
inverse of the normalized variance, I'(-) is a Gamma
function. In a described channel, CCI also follows a-u
distribution:

M

_aﬂ;lyay—l ,ﬂ§ (2)
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The mean square values of the signal envelopes x>0,
i=1,2, ..., L, are denoted by Qi, while the mean square

values of the CCI envelopes yi>0, i=1,2, ..., L are denoted
by si:
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The ratio of the desired signal envelope and the CCI at
the i input branch of the SC receiver is:

Qi(xi):XflSi = yiz'

X;
=— X% =54Y;"

2 4)

xl’ylﬂ 4
EE—

X2, V2, Z2
—»

L

SC

X, Wz

. Receiver

—P
xﬂ!yu’ Zn

Figure 1. The model of the multi-branch SC receiver
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The PDF of the desired signal to CClI ratio, SIR z;, is
given by [20]:

az (O, ) T (2u)

zi:wdiixiiyi: 2u
P, (z) J.o yiPs (2%:) Py (%) Fz(u)(Qi+sizia)p
®)
The CDF of z is [21]:
s 7a(QiSi)# F(Z,U) u L3
Fz. (Zi)_.‘-o dtpzl (t)_ r (/‘) IO “ (Qi +SiZia)2ﬂ

(6)

The integral in expression (6) can be solved emploing
Beta function [20]:

m+1

m -p T
[ —X—dax=2 [Ej B{m;l,p_mu}
(a+bx”) n \b n n
S ,a>0,b>0,n>o,o<m+1<p. @)
a-+bA"

By combining the expressions (6) and (7), we can
rewrite the expression for CDF of z;. It becomes:
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1"2 (/.l) Q+57,%

where B;(a, b) is the incomplete Beta function defined in
[22; 8.39].

At the SC receiver output, the SIR for i=1,2, ..., L
will be:

(®)

Z=max(zy,2y,...Zj,.n 2 ). 9)

Mathematically, Poy is equal to CDF. So, if use
equation (8), where i=1,2, ..., L, we can calculate Poy.
Consequently, Pyt of z at the SC output is obtained in the
form [8]:

F(Z,u)

(Fz, (Zi))L :[rz (,u)

PDF of the SIR at the output of the L-branch SC
receiver can be calculated by using expressions (5) and

) [7]:

B . (,u”u)J . (10

Q,+57,

P(2)=tp, (2)(F. (2)) =L ?5(;; |
_(Qisi)“l"(Zlu) 1H(zﬂ)B . (n) ) (11)

(Qi +52," )2# I (u)

Graphic view of system performance at output of
multi-branch SC receiver is given in Figs 2 and 3. Some
fading parameters change, while some are taken to be
equal for all curves. The graphics are plotted using
Software Mathematica and Origin.

Q+s5,%
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I1l.  REVIEW AND ANALYSIS OF NUMERICAL RESULTS

In order to analyze the influence of fading and
interference severity on the concerned performance,
numerically obtained results are presented graphically.
Figs. 2 and 3 show PDF and CDF of signal-to-interference
ratio at the output of the SC receiver versus crossing
threshold. Obtained results presented in the figures are
calculated in the expressions (10) and (11).

In both figure is taken that Q;=Q.,=...Q,=1, and
$1=S,=...5,=1. The cases of two or more SC combiner
inputs are observed.

The PDF of output SIR is shown in Fig. 2. One can be
seen that the performance of the system is improved with
increasing number of branches L because PDF decreases.
Also, the influence of nonlinearity parameter o and
parameter L on PDF can be visible from this figure.
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Figure 2. PDF of MIMO system with multi-branch SC combiner
versus SIR, for different values of parameters 1, a and L
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Figure 3. Py, of observed system with multi-branch SC receiver, for
different values of parameters p, o and L
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It can be noticed from Fig. 3 that as the parameters ,
a and L increase, Pout decreases and the system has better
performance and a lower probability of failure.

IV.  PLANNING AND SIMULATION ENVIRONMENT

This section introduces a software environment for
providing modelling and planning of MIMO multi-branch
SC diversity system that can be accessed using web
browser, built upon [23, 24]. In Fig. 4, the working
principle of this tool is depicted [5; Fig. 4].

In the first step, it is necessary to draw a diagram
representing network model. The model takes into
account the following factors when it comes network
planning [23, 24]: base stations, service consumers
(surveillance systems, drones, autonomous vehicles,
robots), environmental configuration (obstacles) and
characteristics of communication channel.

Furthermore, the value of outage probability is
calculated NVIDIA CUDA [25], leveraging the Graphics
Processing Unit (GPU) as described in [23]. This way,
the time required for loop-based calculations is reduced,
as this approach provides parallelization in this case. Due
to fact that loops are constituent part of Poy,e cOmputation
expression, the speed up of up to 59 times was achieved,
if compared against the equivalent implementation using
Mathematica, running on CPU.

Moreover, we make use of GPU hardware to predict
the demand of a service for given location using deep
learning regression model implemented in PyTorch [26].
We consider the following as input variables: location,
day within the week and average daily temperature. The
implemented deep neural network used for this purpose
has three hidden layers with 50 nodes performing ReLU
activation. For training, the mean squared error (MSE)
cost function was used and learning rate 0.01. The model
achieved relative error around 11%. Fig. 5 shows an
excerpt of Python code that illustrates the architecture of
the described neural network.

In the last step, when we have both the Pg.: and
service demand prediction values, linear optimization
procedure is executed in order to find the optimal base
station assignment (from set BS) for the observed
locations within smart city (from set L). AMPL [27] was
used for optimization model definition. The aim of
objective function is to maximize the performance by
minimizing the value of Pout, while keeping the costs as
small as possible:

minimize Y assign[bs, I]Pout[bs, ITcost[bs,1]- (12)

bseBS leL

’)\%!\ »“‘2} >

18 7 Pout calculation " .
Users 3 g Maximize QoS
Line

Modelling tool ’
'l 'I ar

optimization
Demand prediction Minimize cost

Figure 4. Network planning software environment workflow
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class DemandModel (torch.nn.Module) :
def _ init_ (self, input_length):
super (MyNeuralNetwork, self). init ()
self.input_size = input_length

self.
self.
self.
self.

torch. 50)
torch.
torch.

torch.

nn.Linear (input_length,
nn.Linear (50, 50)
nn.Linear (50, 50)
nn.Linear (50, 1)

forward(self, x):

predicted = F.relu(self.1l1l(x))
predicted = F.relu(self.1l2(predicted))
predicted = F.relu(self.13(predicted))

out = self.l4 (predicted)
return out

demand predictor=DemandModel (5)
Figure 5. Regression neural network Python code excerpt

TABLE . RESULTS FOR VARYING NETWORK MODEL SIZE
Base Location
station Pout Pred. Opt. Cost red.
s S min %
o] [num] [s] [s] [min] [%]
3 1 0.37 0.08 0.16 61
6 3 0.88 0.19 0.29 58
9 4 2.04 0.25 1.05 72

On the other side there is a constraint that for each
location I, the value of channel capacity [28] for base
station s at given location cap[bs,|] has to sufficient
regarding the previously predicted demand value
demand[l]:

3" assign[bs, lJcapbs, 1] > demandl],l < L - (13)

bseBS

Decision variable assign[bs, I] will take value 1 if base
station bs will be placed on location I, but it is 0 in the
other case.

In context of approach evaluation, the performance
improvement and cost reduction percentage, together with
times of execution for varying sizes of models are
presented in Table I. According the results, it can be
concluded that more time is required in case of larger
models, while the achieved performance improvement and
cost reduction depend on the specific instance of model
that is considered.

V. CONCLUSION

In this paper, we analyzed a MIMO system with a
multi-branch SC receiver in the presence of generalized
o—p fading and CCI with the same distribution. For such
scenario we derived an expression for outage probability
and presented it graphically. The impact of fading and
CCI parameters is observed and some conclusion are
made. Namely, a system performance is more favorable in
case the Poy is smaller, what is achieved with lower values
of u and bigger o, for lower SIR. Likewise, enlarging the
number of input branches L, what gives possibilities to
combiner to choose the branch with the best SIR, lealds to
better system performance.

Employing obtained expression for Py at the output of
the multi-branch SC combiner, we have proposed the



11th International Conference on Applied Information and Internet Technologies - AIIT 2021

October 15th, 2021, Zrenjanin, Serbia

software environment for simulation of Pqu. The approach
with GPU for calculation the Poy considerably decreases
the response time of mobile network simulation tool.
Also, implementation of linear optimization shows
promising results in network planning as it reduces the
costs of system, staying QoS at the same value.
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Abstract - Our atmosphere may not seem like a habitat suitable
for bacteria to many people, but with some recent research, we
get the opposite. They indicate that it contains a diverse range of
bacteriological flora. Does, and to what extent, polluted air affect
the presence of these bacteria in our atmosphere, and does it
catalyze their reproduction? We will answer the answers to these
questions with regular measurements of air pollution at several
outdoor and indoor locations, the difference between outdoor and
indoor pollution, and bacteriological measurements of indoor air
at the same locations.

l. INTRODUCTION

With each passing year, more and more air pollution is
imposed on our daily lives as an unacceptable daily routine
that is very difficult to control and avoid. World Health
Organization (WHO) reports [1] are becoming increasingly
alarming with the number of lives being taken by air pollution.
The World Health Organization claims that as much as 7.6%
of global mortality is a product of air pollution or more than 7
million per year. Of which over 3 million deaths are the
product of ambient air pollution and another 4.3 million deaths
are the product of household pollution in more than 3,000
cities worldwide [2]. This problem raises another question, is
air pollution a catalyst for bacteria and viruses in the
atmosphere? Our atmosphere may not seem like a habitat
suitable for bacteria to many people, but with some recent
research, we get the opposite. Bacteria that are considered
normal indoor air flora live with us and in our atmosphere
every day of our lives, and it is usually composed of:
Staphylococcus, Corynebacterium, Bacillus, and gram-
negative fermenting bacteria. Studies show that the
atmosphere contains a diverse range of bacteriological
branches that are not recognized as normal, some of which
are:  Firmicutes, Actinobacteria, Proteobacteria, and
Bacterioids that can form active bacteriological communities
[3]. Their complexity is similar to that of bacteria found in
terrestrial and marine environments. Today we have a very
limited number of studies on this issue of the metabolic
activity of microbes in the air. Microorganisms in the
atmosphere can come into contact with two types of
pollutants: in PM (particulate matter) particles, or
microorganisms can be part, or embedded in them and also
gaseous pollutants, such are: ozone (Os), nitrogen oxides
(NOy), and volatile organic compounds (VOC) PM and
tropospheric ozone are considered to be the most problematic
pollutants in Europe. Especially the respiratory part of PM
particles, PM2s (diameter below 2.5um), is associated with
heart and respiratory diseases. Heavy metals are claimed to be
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one of the major toxic components of PM, s because they can
be toxic at low concentrations. We aim to find the direct
impact of air pollution on the existence and their behavior by
regularly measuring air pollution over the annual seasons
indoors and outdoors, as well as the bacteriological presence
in the air by measuring it with appropriate laboratory
equipment [7].

1. MATERIALS AND METHODOLOGY OF MEASUREMENT

(METHOD AND MATERIALS)
I1.1. Sampling for air quality control

We realized the external collection of aerial samples at two
locations, one external and one internal. The external
measurement was performed with the device (BAM-1020
MetOne Instruments Inc.) which, in addition to accurate PM
measurements, also gives readings for Oz, NO,, SO,, and CO.
Internal aerial measurement is performed with an apparatus
(Aerocet 831 MetOne Instruments, Inc.) that provides accurate
readings for PM1, PM2s, PMs, PM1o & TSP particles.

11.2. Collecting the microbiological samples from the air

We applied the internal collection of aero-microbiological
samples in two microbiological laboratories through impactor
type sampler. Hard or adhesive substrates (55mm x 90mm) are
used with for the Impactor samplers. The time required to take
a sample with such a sampler is between 3-5 minutes. The
most commonly used TSA (Trypticase soy agar) agar
substrates with blood, MacConkey agar. This method is a
quantitative method because it involves programmed
collection of various volumes of air (10, 20, 50, 100, 200, 250,
500, 750 and 1000 liters). The reading is directly from the
modern analytical agar system, Chromocult coliform agar
(Merck).

11.3. Air quality measurement locations

Air quality measurement takes place at two locations: one
outdoors and one indoors.

External measuring station — The location of the city
measuring station in the center of the City of Skopje
(41.992436,21.423548) [5] was chosen as the location for the
external measuring station [5] in order to obtain information
on air pollution in one of the busiest places in the city, also
near the Medical Faculty Skopje where the internal measuring
station is located.
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Internal measuring station - The Medical Faculty Skopje -
Microbiology and Parasitology was chosen as the location for
the indoor measuring station, as the ideal location for
monitoring the correlation of the indoor ambient air with the
outdoor air on the influence of bacteria. We started the
measurement in the winter period of the year when the
pollution is expected to be the highest, and it will be measured
one year annually, in all 4 yearly seasons on average twice a
month. From the internal measurement, we get results from
PM1, PM2s, PMs4, PM1g & TSP particles, we get the results
from the readings every minute and we take an average value
of 60 minutes of measurement as a result of a certain
parameter. In our study, we place the greatest emphasis on
PM_5 and PMyg particles.

TABLE 1: EUROPIAN AIR QUALITY STANDARDS.

SO2 | NO2 PMao PM 25 O3 CcO

Very >500 | >400 >180 >110 >240 >20

High

High 350- | 200- 90-180 55-110 180- 10-20
500 400 240

Mild 100- | 100- 50-90 30-55 120- 7.5-10
350 200 180

Low 50- 50- 25-50 15-30 60- 5-7.5
100 100 120

Very 0-50 | 0-50 0-25 0-15 0-60 0-5

low

[1.4. Criteria and significance of the values of the
microbiological measurement of the bacteriological air
pollution

The upper limit for the hygienic correctness of the air is 150-
200 colonies of saprophytes, when the number of saprophytic
colonies is greater than or equal to 200 we say that the air
quality does not meet the required microbiological hygiene
(reference values are according to 1SO 14698-1 / 2
International Standard to control contamination in cleanrooms
and other controlled environment).

TABLE 2: ISO 14698-1 / 2 International standard for bio contamination
control in clean rooms and other controlled environments

Saprophyte colonies / Criterion
value
0-149 Satisfies the hygienic
correctness of the air
150-200 Upper limit of tolerance
for hygienic air quality
>200 Does not satisfy the
hygienic correctness of the
air

61

11.5. Machine learning methodology

Machine learning algorithms have been used very recently in
many areas, as well as in environmental studies, to gain new
knowledge or improve the understanding of the existing body
of knowledge regarding the inner-working elements of a given
ecosystem. In this direction, in this paper we apply a particular
machine learning algorithm of decision trees, notably
Predictive Clustering Trees (PCT) [8], that are well known for
their easy interpretation of the final model for the biological
experts. The PCT algorithm operates on the principles by
partitioning the data into smaller chunks of data by using a
heuristic function computed on the input data. The final model
depicts the relationship between the target attribute and the set
of descriptive attributes. In experiments, the target attribute is
the Saprophyte colonies value, while the descriptive attributes
are the PMys and PMyo measured data inside of the lab as well
as the outside of the lab, combined with the information of the
season that are measured (Winter or Summer). From this
experimental setup, we obtained four models: two models
regarding the measurements inside of the laboratory
measurements (LabPM) and outside of the laboratory
(OutPM) with PM2s and another two models with PMio. The
final four PCT models are selected from several models that
are obtained by applying certain constraints in the algorithm.
Practically, in our experimental setup we applied constraints
regarding the depth of the tree model that can maximally grow
and the number of leaves that each tree model can have. From
these models, based on the descriptive (training) performance,
and more important based on the 10-fold cross validation
procedure, the predictive (test) performance of the models,
four models were finally selected. These four models are
presented and discussed in the next section.
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I1l.  RESULTS AND DISCUSSION
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Figure 1. Measurements of total indoor air pollution by seasons associated
with microbiological pollution measurements

The obtained model refers to the total measurements of PMag
and PMzs particles in indoor air compared to the degree of
microbiological contamination of air expressed by the number
of CFU / 1 L air (CFU = colony forming units), on nutrient
blood agar substrate. The model shows comparatively the
differences of the two measurements depending on the seasonal
influence, i.e. winter and summer months.

The total air pollution of the "indoor" air in the winter months
is at least 3.5 times higher> 66 pg/m® compared to the air
pollution in the summer months> 19 mg / m3. The winter
period that shows measurements above the obtained average is
accompanied by higher microbiological contamination of the
air 139.07 CFU / 1l, compared to air pollution that ranges in
values around the legal norm, ie between 44.8 — 66 ug/m® and
subsequently 115.08. CFU / L for values closer to the legal
standard for the Republic of Macedonia and then increases to
124.6 CFU / L in parallel with the growth of taste air pollution
with PM particles above average.

The total air pollution of the "indoor" air in the summer months
19mg / m3 which is at least 3.5 times lower than in the winter
period is followed by 2.5 times lower microbiological air
pollution, ie 645 CFU / L. Analogous to the winter
measurements and summer measurements show a decrease in
microbiological pollution with a decrease in average PM air
pollution (47.1 CFU / L followed by 35.2 CFU / L).

3.1 Conclusion The winter period is accompanied by a
minimum of 3.5 time’s higher indoor air pollution, which
directly affects the increase in the degree of microbiological
contamination of the same air.
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Figure 2. Measurements of total outdoor air pollution by seasons associated
with microbiological indoor air pollution measurements

The algorithm refers to the total measurements of PM10 and
PM 2.5 particles in the outside air compared to the degree of
microbiological contamination of the air in the laboratory air
expressed by the number of CFU / L air (CFU = colony
forming units), on nutrient blood agar substrate. The
measurements of air pollution with total PM particles are from
the measuring station of the municipality of Centar.

The algorithm shows comparatively the differences of the two
measurements depending on the seasonal influence, i.e. winter
and summer months.

The total air pollution of the "outdoor" air in the winter months
136 ug/m?® is at least 7 times higher than the average air
pollution of the outside air in the summer months. From the
measurements in the winter months it can be seen that if the air
pollution with total PM particles above the average 1361 ng/m?®
is followed by 142.8 CFU / L air in the laboratory space which
is a higher value than the microbiological contamination at
lower load with PM or 120.7 CFU / L.

Summer seasonal measurements, which are 7 times lower than
winter, showed microbiological contamination at 53 CFU / L.
and 69.14 CFU / L, if PM air pollution ranges between> 18.2
pg/méand> 33 pg/m®, it decreases significantly to 40.41 CFU /
L if total PM is around the average measured > 18.2 pg/m® and
almost decreases by 2-3 times at total PM > 9.82 pg/m?.

3.2 Conclusion The winter period is accompanied by at least 7
times higher air pollution in the outside air or "outdoor" air,
which directly affects the increase of the degree of
microbiological contamination of the indoor "indoor" air, by
the same at least 7 (24.75 CFU / L - 142.8 CFU / L) times
between the period of lowest summer PM (> 9.82 ug/m®) air
pollution and the period of highest winter air pollution (136

ug/m?)
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Wirter

Figure 3. Laboratory measurements of pollution with PM 2.5 and
microbiological contamination and relationship with seasonal variation

The algorithm refers to measurements of PM 2.5 particles in
indoor air compared to the degree of microbiological
contamination of air expressed by the number of CFU / 1 L air
(cfu = colony forming units), on nutrient blood agar substrate.

The algorithm shows comparatively the differences of the two
measurements depending on the seasonal influence, ie. winter
and summer months.

Air pollution of air with PM 2.5 in the winter months is at least
2.5 times higher> 46 ug/m® compared to air pollution in the
summer months> 18 ug/m*

Winter measurements of PM 2.5 in the laboratory are on
average around the legally allowed standard, ie 46 pug/m?® If
their value increases> 96 pg/m®* The microbiological pollution
of 85.8 CFU / L does not follow the trend of their increase,
contrary to the values of PM 2.5 which is above the standard
but are between 46 pg/m® and 96 pg/m® when the
microbiological pollution is significantly higher, ie. 137.5 CFU
/ L. In some winter months where PM 2.5 particles were twice
lower than the permissible standard (21pg/m®) the
microbiological contamination does not decrease analogously
but is around the values (115.08 cfu / L. And 1243 CFU / L.)
which are also obtained for PM2.5 values between> 46 pg/m3
and > 96 ug/m®. The summer results of PM particles of 2.5,
with values > 10 pg/m® to > 18 pg/miare sent with
approximately 2 times lower values 72.3 CFU / L, compared to
their numbers at > 21 pug/m®or 96 pg/m3which were measured
in some winter months.

When the values of PM 2.5 fall> 10 ug/m?® but not> 18 pg/m?
the values of microbiological contamination are the lowest
(35.4 CFU /L and 51.5 CFU / L).

3.3 Conclusion PM 2.5 Particle Values > 46 ug/m® - 96 pg/m®
inversely affect the amount of microbiological contamination.

Only their values > pg/m®ut not > 18 pg/m3 are sent to a
greater reduction of microbiological contamination.

TABLE 3. Microorganisms that are used as indicators for a certain type of
contamination of the living environment in a period of 1 year

Month Bacterial Flora

December 2019 Indicative microorganisms

January

February

March

April

May Bacillus subtilis

June

July Bacillus subtilis

August Streptococcus fecalis

September

October

November mold

December
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** Indicators of microorganisms
Bacillus subtilis - an indicator of increased presence of the
right

Fecal streptococcus - an indicator of fecal contamination
Mold - an indicator of increased viscosity in the space

TABLE 3 shows qualitatively isolated microorganisms that
are internationally accepted as indicators that can be
associated with the type of hygienic air defect and other
inanimate environment.

IV. CONCLUSIONS

1. There is a seasonal variation in total air pollution in relation
to legal standards.

a. Air pollution in the winter months is higher than the legally
allowed standard in both outdoor and indoor air.

b. In the summer months, the air pollution values are close to
the standard allowed values in both outdoor and indoor air.

2. There is a quantitative difference in air pollution between
outdoor and indoor air, especially in the winter months.

In the winter months the outside air is twice as polluted with
total PM particles as the indoor air (136 pg/m3 / 66 ug/m?)
(see Graphicon 1 and Graphicon 2)

3. There is a seasonal variation in terms of quantitative air
pollution of outside air as well as indoor air.

a. The winter period for the outside air is at least 7 times
higher air pollution than the summer months (136 pg/m3 vs.
18.42 pg/m?3) which directly proportionally affects the increase
of the level of microbiological contamination, for the same at
least 7 times (24.75 CFU / L - 142.8 CFU / L) times between
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the period of lowest summer PM air pollution (> 9.82 ug/m?®)
and the period of highest winter air pollution (136 pg/m®)

b. The winter period indoors is at least 3.5 times more polluted
than the summer months (66 pg/m® vs. 19 pg/m?), which
directly affects the increase in the degree of microbiological
contamination of indoor air (139, 07 CFU / L vs. 64.5 CFU /
L)

4. In the summer months there is no visible difference between
the total air pollution outside the indoor air, but in the summer
month’s microorganisms are more often present indicators of
the presence of dust and fecal contamination

5. Air pollution with PM particles proportionally affects the
microbiological contamination of indoor air. The reduction of
air pollution is proportionally followed by a reduction of
microbiological air contamination in both seasons and in both
measured air samples.

a. The 7-fold increase in air pollution in the outdoor air in
winter conditions directly-proportionally affects the increase
in the degree of microbiological contamination, for the same
at least 7 times (24.75 CFU / L - 142.8 CFU / L) times
between the period of the lowest summer air pollution (> 9.82
ug/m®) and the period of highest winter air pollution (136
ug/m®)

b. Increasing the air pollution of indoor air in winter
conditions by 3.5 times in winter conditions, directly affects
the increase in the degree of microbiological contamination of
indoor air (139.07 CFU / L versus 64.5 CFU / L)

c. There is no visible association of microbiological
contamination with the origin of increased air pollution, i.e.
outside / indoor air
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6. PM values 2.5 Particles > 46 pg/m® - 96 pg/m® affect
inversely proportional to the amount of microbiological
contamination.

7. Only values of pm 2.5 of > 10 pg/m® but not> pg/m® 3 are
sent with a greater reduction of microbiological
contamination.
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Abstract — Applications in the field of medicine and
healthcare would include electronic health records, health

insurance, biomedical research, drug supply and
procurement, and medical education. One of the
requirements for health and medicine is

interoperability, which represents the ability ~ to exchange
data or information accurately, efficiently and consistently.
There are currently problems with the amount and
exchange of data in healthcare. The potential for blockchain
in healthcare is to solve the challenges connected with the
security, privacy, sharing and storage of data. A proposed
model in this paper describes a new procedure of design and
implementation on a decentralized platform for managing
data with blockchain for providing more secure,
transparent and significant medical assistance for patients
and providers of healthcare globally.
Keywords:  blockchain, data
electronic health data, e-health.

decentralization,

. INTRODUCTION

The first blockchain was created by the unknown
persons behind the online cash currency bitcoin, under
the pseudonym of Satoshi Nakamoto in 2008. He
described: “A purely peer-to-peer version of electronic
cash would allow online payments to be sent directly
from one party to another without going through a
financial institution”. The word blockchain is a
combination of two words, the first is “block” and the
second is “chain”, and this is a combination of more
blocks in a chain equal to the blockchain. The first block
was developed at the beginning of 2009, and that is the
beginning of the new revolution in informational
technologies. Decentralization as the main feature on
blockchain was introduced in Web 3.0, where the “Dapp”

Application was decentralized and they will be
everywhere [2].
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Figure 1. Blockchain blocks [3].
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Blockchain is registered for all transactions because
every system keeps a record of the transaction and is
stored as a database. Important for blockchain systems is
how the transaction information is sent and stored. At
bitcoin transactions the data have stored in blocks, this is
shown in Fig. 1. Cryptography is an integral part of the
inner workings of blockchain technology, more precisely
the hash function in such a way where is impossible to
change content on one block without a content change for
all of the blocks who follow him. This is an extremely
important feature of blockchain's, as it ensures the
immutability of the data entered into the block.

Bitcoin is a decentralized system which means that
there are no central servers. All users are connected in a
peer-to-peer network and every user presents one node on
this network is shown in Fig.2. Because a peer-to-peer is
that every user makes a direct connection with several
other users, it means that the user is indirectly connected
to all other users. Information was travelling through a
peer-to-peer network to each of its participants with sent
a message only to users who are connected directly. It
means each of the users when sent a message to users
who are directly connected, the message passes to all of
the participants in the network, but only those users who
are directly connected to the sender have an overview.

Figure 2. A peer-to-peer network

The Byzantine generals' problem is one of the most
well-known and classic problems faced by decentralized
networks. Solving this problem was one of the key
developments in the creation of Bitcoin and, by
extension, all other cryptocurrencies. Some of the nodes
in the network have a complete blockchain. Because the
nodes constantly communicate with each other, they
always check that their copy of the block matched to
block on the other nodes. If the block doesn’t match with
others, then the node updates automatically its version for
agreement with the rest of the nodes in the network. This
is a kind of database that is connected to thousands of
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computers that are constantly updated in real-time. Every
bitcoin user has a private key, public key and bitcoin
address.

The public key has been created from the private
key, but on the way that is impossible to make a reverse
process that is to make a private key from the public key.
Then, a public key is created, and a bitcoin address that’s
not in danger of abuse does therefore not need to hide.
From the other side, very important is a private key to be
kept well, because it is needed upon signing transactions
with bitcoin address with key what is connected. For
example, if the bitcoin address is signing as banking
number of user account and private key has signed pin of
the user who is using to confirm payment from that
account.

There is one very important difference around this
functionality: If the user lost his pin who confirm a
transaction from his banking account, then the bank will
create a new pin, but if the user loses his private key with
it loses his bitcoin address forever. These bitcoins exist,
but no one can access them without a private key.

When the user will want to send his bitcoins to
another user, he must enter the recipient bitcoin address,
the amount he wants to send and sign the transaction with
his private key. Then, the information for that transaction
is sent to participants with whom a user connects directly
with a peer-to-peer network, so that will be forwarded
until it reaches the recipient. Bitcoin transactions were
forwarded only by a mediator. Every node in a bitcoin
network is a mediator, which checks the transaction and
forwarded it when doesn’t reach all the nodes. Every time
a transaction occurs it has to be approved by the nodes,
each of them checks its validity. Once every node has
checked a transaction there is a sort of electronic vote, as
some nodes may think the transaction is valid and others
think it is a fraud. The nodes referred to above are
computers. Each node has a copy of the digital ledger or
blockchain. Each node checks the validity of each
transaction. If a majority of nodes say that a transaction is
valid then it is written into a block.

The process of mining or creating blocks is:

The users take verified transactions from the pools to
create a new block. The number of transactions that will
be potentially added in the block, check the way of the
payment and other criteria are decided by the user. The
users created Merkle Tree from the transaction in the first
step, until they take root in Merkle. Merkle tree, also
known as a hash tree, is a data structure used for data
verification and synchronization. It is a tree data structure
where each non-leaf node is a hash of its child nodes. All
the leaf nodes are at the same depth and are as far left as
possible. It maintains data integrity and uses hash
functions for this purpose [12]. The structure of the
Merkle tree and Merkle root is shown in Fig. 3 [5].

If a parameter in the transaction changes, his hash will
change, that way root hash will not correspond to the
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written root in the block. Miners hash the block header
with the corresponding hash function.

The rest of the paper is organized as follows.
blockchain technology in healthcare and medicine is
explained in Section 1I, while electronic healthcare
records (EHR) is explained in the third Section. Internet
on medical things (IoMT) is described in the subsequent
Section. The process for issuing and filling out medical
prescriptions is explained in Section V, while the sharing
laboratory test/ data of result is explained in Section VI.
Smart contracts based on Ethereum for clinical trials are
described in the seventh Section. Data flow for
compensation in healthcare is explained in Section VIII.
The proposed model of the blockchain system in
medicine and healthcare is highlighted in the subsequent
Section. The last Section gives concluding remarks.

| Root Hash / Merkle Root |

1
| Hash & |i| Hash B | | Hash |i| Hash D |

< @ i) 2t5

ITransaction AI I Transaction B | I Transaction C I ITransaclion DI

Figure 3. Merkle Tree [5].

Il.  BLOCKCHAIN TECHNOLOGY IN HEALTHCARE AND

MEDICINE

The potential for blockchain in healthcare is to solve
the challenges connected with the security, privacy,
sharing and storage of data.

One of  the requirements  for health
and medicine inthe  industry is  interoperability,
which represents the  ability to  exchange data

or information accurately, efficiently and consistently.
Interoperability in healthcare has a purpose to facilitate
the exchange of information connected with healthcare,
between providers on healthcare services and patients.

In healthcare, the blockchain has a positive impact on
the result of the healthcare on the companies and
interesting parties to optimize the business process to
improve the patient result, management with data of the
patient, lower costs and better use of records connected
with healthcare protection. The ability to share
information for medical healthcare without risk of privacy
and security of records of endangerment on users and
patients is one of the primary steps for improvement in the
quality of healthcare service for patients and users.

I1l.  ELECTRONIC HEALTHCARE RECORD (EHR)

Traditional medical files known as PHR (Personal
Healthcare Records) are written on paper. Information
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technologies allow the introduction of electronic
healthcare records known as EHR [6].

EHR system is developed with help of blockchain
technology, where data will be able shared securely or
kept in the frame of the institutions. EHR content
complete data of the patients like the history of
examinations, tests, results, diseases, drugs and
prevention, etc. Electronic access to health records allows
the doctor to get a significant improvement of quality
treatment on patients [7].

EHR allows better measures to treat the disease,
improvement of healthcare delivery and increased level
of preventive care to patients.
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Figure 4. EHR in Blockchain medical system [8].

The primary data was generating of interaction
between the patient and his doctor and specialist. This
data consists of medical history, current problems and
other physiologic information. EHR was created for
every patient by using primary data collected in the first
step, as shown in Fig.4. Other medical information that is
generated by medical care, medical picture, drugs and
history are input in the EHR.

Individual patients can access their EHR, while a
customed control is given only on the institution for
which the patient was referred [12]. Institutions that want
to access information must ask for the permission of the
patient, and a patient is a person who decided to whom
give access control to his data. These three steps were a
part of the core of all processes, including database,
blockchain and storage data in the cloud. Healthcare
providers, such as ad hoc clinics, hospitals are the end-
users who gain access to secure data delivery and are
authorized by the owner or the patient.

IV. INTERNET OF MEDICAL THING (IOMT)

In the IoMT area, the patient is a source of all data.
Medical 10T devices are normally connected or in the
distance where they follow patients through generating a
big data volume. The created data are stored on a block or
they stored in the cloud. Artificial Intelligence will help
the blockchain to make intelligent virtual agents, which
will be able to automatically create new records [10].

In the case of sensitive medical data, where the
priority was security, a decentralized system will help
with blockchain to reach better security. Lenders for
health care are the last users who want access to health
and secure delivery. The blockchain application for the
Internet of Medical Things is shown in Fig.5.
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Figure 5. Blockchain for the Internet of Medical Things [8].

V. PROCESS FOR ISSUING AND FILLING OUT MEDICAL

PRESCRIPTIONS

The process of medical prescription management was
going to eliminate a long time process for waiting,
remove an element for fraud of system and reduce the
mistake made on the side of misinterpretations by
doctors.

The doctor prescribes for the patient and he enters a
patient’s data in health evidence with a smart contract.

The pharmacy through a smart contract on the
Ethereum blockchain access the prescription with
permission given by the primary doctor and patient.

After access to the prescription, the pharmacy issues
medicine and the way of usage sending by a smart
contract on Ethereum blockchain [9].

VI. SHARING LABORATORY TEST/ DATA OF RESULT

The patient visits a laboratory for blood testing, and
after the data processing and examination, the laboratory
shares results and put them into the patient health record.
Patients through the Ethereum blockchain will get a
notification where the processed result of the test is
available.

The patient permits to share a piece of information on
a blockchain. When a patient will allow to share a
medical record of the blockchain medical system, the
result will be available in the medical system.

Laboratory through the Ethereum blockchain
healthcare system will access patient information for his
working place where they commit payment for this
service.

VIlI. SMART CONTRACT BASED ON THE ETHEREUM FOR

CLINIC TRIALS

To enable users to execute smart contracts connected
with clinics trials on the Ethereum network was resulting
in more secure drugs.

In this process, more metadata, including registration
on protocols, previous set details, diaries for screening
and writing through a smart contract are used.

Pharmaceutical companies’ metadata will be stored in
the Ethereum blockchain for the identification of
potential patients for inclusion in the clinical trials.
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The organization was sending a message to selected
patients, including applications for reading and access to
their medical records, including any relevant results of
laboratory studies.

If the patient is allowed access to the account, the
pharmaceutical company will be processed through a
smart contract. The patients, meanwhile, besides
compensations for participation in trials, will be
accessible to the new treatment.

VIIl. DATAFLOW FOR COMPENSATION IN HEALTHCARE

The doctors will quickly resume patient care instead
to maintain the treatment of their patients while they are
waiting for an answer from the payer.

The companies from healthcare insurance are sharing
their policies through the smart contracts on Ethereum
blockchain technology.

The supplier submits to blockchain application for
previously permission for meeting on specialist, treatment
or recipe.

Smart contract for a medical decision-maker of the
payer determines automatic payment approves with using
patient medical information. The patient and all of the
laboratories, pharmacy and specialists on which patient
delegated access will be checked insurance with having
authorization in real-time.

IX. PROPOSED MODEL OF BLOCKCHAIN SYSTEM IN

MEDICINE AND HEALTHCARE

The users such as doctors, nurses through applications
connected with blockchain will access data when they
have a patient code. The user to get a code of data of the
patient has to check the PHR application and access with
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patient code which is required to input to required
records.

The medical user has received code and inputs him in
the blockchain system where he was performing a check
in the medical database in which they are enrolled patient
records. The received data with blockchain technology
are decrypted with a code entered in medical user who
gets them EHR records of the patient, but a user can
check patient’s insurance. When a medical user will
finish the task with a patient, he/she writes a result
through a blockchain in the medical database or on the
cloud storage.

During the payment, the medical users and hospitals
where they are employed through the blockchain access
to data in the healthcare fund, and the funds are
distributed appropriately. If the patient has different
insurance, it will calculate whether the cost will be
covered by the healthcare fund, and/or by the company
where the patient worked.

Access to medical data may have and Pharmacy when
patients are depending on medicines. Also, patients who
have 10T devices connected through an application where
entering data their code through their devices and will
gain access to the data.

The Farmacy companies through blockchain
technologies will receive additional information’s for
finding new pharmacy solutions, but also to improve the
old ones through organized reports.

Governmental and other institutions can access
medicine data through blockchain technology through
execution on different statistic procedures that are
performed during check-in the healthcare system in one
same country. The proposed blockchain system in
Medicine and Healthcare is shown in Fig.6.
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Figure 6. Proposed Blockchain System in Medicine and Healthcare.

X.  CONCLUSION

Blockchain has the potential to solve many problems
in the healthcare sector today. Through this technology,
new solutions in healthcare and medicine can be
provided. This new model uses new dynamics through
different stakeholders in medicine, such as patients and
providers of services.

A proposed model in this paper describes a new
procedure of design and implementation on a
decentralized platform for managing data with blockchain
for providing more secure, transparent and significant
medical assistance for patients and providers of
healthcare globally and in the hospital. Using a
blockchain in this model improves the process of
healthcare for the patient.

Blockchain can help in many ways through reduced
transaction costs by using smart contract which is
embedded for the general purpose of simplifying
procedures, reducing administrative burdens and
removing intermediaries.

REFERENCES

Satoshi Nakamoto “Bitcoin: A Peer-to-Peer Electronic Cash

System “.2008

[1]

69

[2]

31
(4
(5]
(6]

[71

(8]

(9]

[10]

[11]

[12]

Faten Adel Alabdulwahhab “Web 3.0: The Decentralized Web
Blockchain networks and Protocol Innovation” 2018

Paul Graham “Bitcoin by analogy” April 2014
Lutpin “ Dos and Don’ts of Peer-to-Peer Trading” 2019
JAKE FRANKENFIELD “Ralph Merkle Tree” 2020

Wang, S.J.; Middleton, B.; Prosser, L.A.; Bardon, C.G.; Spurr,
C.D.; Carchidi, P.J.; Kittler, A.F.; Goldszer, R.C.; Fairchild, D.G.;
Sussman, A.J. A cost-benefit analysis of electronic medical
records in primary care. Am. J. Med. 2003, 114, 397-403.

Terry, A.L.; Thorpe, C.F.; Giles, G.; Brown, J.B.; Harris, S.B.;
Reid, G.J.; Thind, A.; Stewart, M. Implementing electronic health
records: Key factors in primary care. Can. Fam. Phys. 2008, 54,
730-736.

Seyednima Khezr, Md Moniruzzaman, Abdulsalam Yassine and
Rachid Benlamr “Blockchain Technology in Healthcare: A
Comprehensive Review and Directions for Future Research”.
2019

Zheng, Zibin, Shaoan Xie, Hong-Ning Dai, Xiangping Chen, and
Huaimin Wang. "Blockchain challenges and opportunities: A
survey." International Journal of Web and Grid Services 14, no. 4
(2018): 352-375.

Yaeger, K.; Martini, M.; Rasouli,
“Blockchain  Technology Solutions for
Infrastructure”. J. Sci. Innov. Med. 2019.

Mijoska, M., and Ristevski B. "Blockchain Technology and its
Application in the Finance and Economics." (2020): International
Conference on Applied Internet and Information Technologies
AIIT 2020, Zrenjanin, Serbia, pp. 197-202.

Mijoska, M. and Ristevski, B., 2021. Possibilities for applying
blockchain technology—a survey. Informatica, 45(3).

J.; Costa, A. Emerging
Modern Healthcare



11th International Conference on Applied Information and Internet Technologies - AIIT 2021

October 15th, 2021, Zrenjanin, Serbia

A Survey of Energy-efficient Solutions for 5G
Networks

M. Ili¢*, V. Miki¢", A. Zaki¢* and D. Zlatkovi¢ ™

* Alfa University/Faculty of Information Technology, Belgrade, Serbia
** Alfa University/Faculty of Mathematics and Computer science, Belgrade, Serbia

milos.ilic@alfa.edu.rs, vladimir.mikic@alfa.edu.rs, aleksandar.zakic@alfa.edu.rs, dragan.zlatkovic@alfa.edu.rs

Abstract - 5G is a 5th generation mobile network which
represents a new global wireless standard. 5G wireless
technology brings greater bandwidth, increased speed,
lower latency, higher performance, more reliability, etc.
Because of its numerous business benefits, wireless
communication is reaching new heights. With all of this
comes higher electricity consumption, which will inevitably
result in global environmental issues, and that is why
sustainable 5G networks are necessary. Green 5G networks
aim to make communication as green as possible. In this
paper the review of network generations and comparison of
their power consumption is given. Also, the presentation of
green 5G network solutions for energy savings is presented.
The results of these solutions in terms of reducing energy
consumption were compared and discussed.

l. INTRODUCTION

When compared to previous communication system
generations, the deployment of 5G networks is projected
to deliver substantial improvements in capacity, the
number of connected devices, energy efficiency, and
speeds [1]. These characteristics will be achieved, among
other things, by a mixture of larger bandwidths, improved
antenna technology, and flexible radio access options. As
a result of the increase in data traffic, energy
consumption will increase as well, leading to an increase
in worldwide CO2 emissions. Energy consumption will
also represent a vital economic cost element for future
wireless networks, posing significant difficulties for the
development of green networks aimed at reducing carbon
footprints [2]. Due to these reasons, network operators
and device suppliers are actively promoting an energy-
efficient network evolution. Taking all of these factors
into account, energy efficiency and sustainability are
identified as important objectives for the deployment of
5G. Numerous innovative technologies have been
proposed to minimize traditional energy usage in order to
achieve sustainable 5G. To minimize the reliance on
conventional energy, green energy alternatives are being
researched.

In addition to summarising and defining all network
generations from 1G to 5G, we will discuss and present
an overview of recent academic and industrial research
on 5G energy-saving solutions and their energy
efficiency.
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Il.  GENERATIONS OF WIRELESS CELLULAR

TECHNOLOGY

Networks for Wireless Communication have
undergone a radical transformation in the past several
decades. Wireless communication generation (G) refers
to systemic changes within the speed, technology and
frequency of the networking system. Standards,
capabilities, new technologies, and new features
distinguish each generation from the previous one.
Throughout the history of network development, four
main generations emerged, with the addition of the fifth,
currently under deployment.

A. Network Generations from 1G to 4G

The first generation (1G) of wireless mobile
communication systems was created in the early 1980s
using an analog architecture. Founded on Advanced
Mobile Phone System (AMPS) technology, it provided
voice services. Considering 1G systems were founded on
analog technology, one of the typical issues that emerged
was sensitivity to interruption, which affected call
quality. Furthermore, there was an inherent vulnerability
since analog signals do not permit the use of sophisticated
encryption technologies. The considered speed of a 1G
network is up to 2.4 kbps. The main limitations of this
generation of communication technology include
restricted capacity, device size, poor sound quality,
battery life, and overall efficiency [3].

The second generation (2G) technology was
introduced in the late 1980s, and it transmitted voice data
via digital signals at a rate of 64kbps. It also offered
services such as SMS, photo messaging, and multimedia
message services (MMS). The GSM (Global System for
Mobile Communication) represents the most widely used
2G mobile standard, and was the first technology that
supported international roaming [4]. This allowed mobile
users to utilize their cellular connections in multiple
nations across the world with higher quality and stability.
However, 2G networks have limitations such as
interference difficulties caused by frequency reuse,
geographical circumstances that can cause occasional call
drops, and other issues. The main major difference
between the first and the second generation of wireless
networks was that radio signals in 1G were analog,
whereas in 2G, the signals were digital.
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In the early 2000s, the third generation (3G) of
wireless mobile communication technology was
introduced. The objective of 3G networks was to provide
higher data speeds ranging from 144 kbps to 384 kbps in
large coverage regions. 3G offered advanced services in
comparison to previous generations. In addition to

standard voice communication, it provided internet
services like: TV access, e-mail, web browsing,
navigation maps and video calls [56]. The main

disadvantage of the technology is its inefficiency in terms
of energy use, because 3G consumes substantially more
power than most 2G models and is less cost-effective to
run and maintain in comparison to previous generations
of networks [6]. The transition from Universal Mobile
Telecommunication System (UMTS) to high-speed
packet access (HSPA) gave considerably improved end-
to-end network performance, eventually leading to the
creation of the fourth generation.

The fourth generation (4G) mobile networking
system, which was entirely IP-based, was launched in the
late 2000s. The primary objective of 4G technology is to
deliver high-speed, secure, and low-priced voice and data
services over IP. The purpose of the shift to all IP is to
provide a single platform for all the other technologies
that have been created thus far [7]. The speeds for this
generation vary from 100 Mbps up to 1 Gbps. Terminal
mobility is an important aspect of 4G since it allows
wireless services to be provided at any time and from any
location. From a structural viewpoint, the 4G long-term
evolution (LTE) framework is built to provide support for
packet-switched communication with low latency and
continuous mobility [8].

B. 5G network

Generation after generation has seen periods of solely
analog frameworks with no data capabilities (1G), digital
systems optimized for excellent voice telephony (2G),
broadband and multimedia systems (3G), the IP-based
network revolution, and the emerging era of unified IP,
enormous and effortless end-to-end connectivity, and
mobility (5G) [9]. Moreover, a comprehensive
examination of the timeline from the first generation to
the present one reveals an obvious tendency for the
arrival of new wireless technology to appear roughly
every decade. Modern, more challenging use cases like
high-resolution video content, traffic accident prevention,
remote access, and real-time control impose new
demands on the network in terms of end-to-end latency,
dependability, and resilience. Despite the advances in the
architecture and development of 4G cellular networks,
these modern communication requirements demand the
deployment of a fifth-generation mobile network. 5G
aspires to give infinite access to data and the opportunity
for anybody, everywhere, at any time, to exchange data
for the benefit of the whole planet. It also features all of
the sophisticated characteristics that make this generation
of mobile technology the most powerful yet and in high
demand. The 5G standardization processes have already
resulted in the commercial availability of this technology.
The increased output rate loss in 5G technology is
addressed by using the Open Transport Protocol (OTP).
5G outperforms the current 4G in terms of speed and
coverage, as it uses a 5 GHz signal and is designed to
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provide speeds of up to 1 Gh/s for a handful of
connections or tens of Mb/s for thousands of connections.
Radio Access Networks (RANSs) using fifth-generation
technology would no longer be constrained by base
station proximity or a complicated architecture, as 5G
paves the path for virtual RAN by introducing new
protocols that enable the creation of extra data access
points. The implementation of other important technology
concepts like massive MIMO (Multiple-Input-Multiple-
Output) is a cornerstone for the deployment of 5G.
MIMO is based on the fact that a radio signal between a
transmitter and receiver is processed by reflections from
barriers, resulting in numerous signal pathways [10].
Another 5G trend that offers low latency and represents a
new paradigm in wireless networks is Device-to-Device
communication (D2D). It represents  direct
communication between users (devices) without
incorporating base stations. Based on the evolution
between generations of wireless networks, the fifth-
generation represents next-gen technology which is able
to satisfy the most demanding networking tasks and
provide a stable platform for incorporating new,
demanding use cases.

I1l. A GREEN 5G NETWORK

The high energy usage of mobile networks has
become a serious issue for sustainable development due
to the rapid growth of mobile devices [11, 12]. The
importance of energy efficiency in future mobile
generations is increasing for mobile network operators.
The need for green communication has never been more
important in the matter of reducing energy consumption.
The establishment of green 5G networks will not only
result in energy savings, but also in cost savings, carbon
dioxide emissions reductions, and other benefits. The
overall power consumption of 5G networks is also one of
the key factors affecting network performance and user
experience, which are of great importance [13]. For
researchers, green 5G networks have become an
intriguing topic in the past few years, particularly in
terms of finding energy-efficient solutions.

Many authors have proposed various solutions to
improve energy efficiency in order to enable sustainable
5G networks. Hawasli et al. [14] propose three algorithms
to dynamically adapt the operation of small base stations
to active/sleep (on/off) for non-uniform user distribution
in heterogeneous networks, which is a promising
technology for 5G networks, and investigate the general
optimal power minimization problem. Al-Rubaye et al.
[15] embedded an intelligent system into 5G ultra-dense
networks to provision dense and irregular deployments
that maintain extended coverage and also improve energy
efficiency. Rostami et al. [16] introduced a novel wake-
up signaling for the 5G control plane, aiming to reduce
the energy consumption of the cellular module in the
downlink. Arbi et al. [17] achieved energy savings in the
5G radio access network based on LTE technology, by
implementing an adaptive sectorisation technique. Al-
Quzweeni et al. [18] proposed an optical network
supported architecture and investigated it to provide the
wired infrastructure needed for 5G networks, and to
support network function virtualization towards an
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energy efficient 5G network. Ryoo et al. [19] designed
the RRC connection control for 5G to enhance energy
efficiency with moderate control signaling overhead.
Saxena et al. [20] identified the complexity of optimal
traffic awareness in 5G cloud radio access networks and
designed a framework for traffic-aware energy
optimization. Zhang et al. [21], benefiting from the
assistance of macro cells, proposed a novel access
scheme for heterogeneous cache-enabled 5G hyper
cellular networks, according to both user interest and
fairness of service, where the small cells can turn into a
semi-sleep mode. Bouras et al. [22] present novel
variations of sleep mode for 5G femtocells combined
with hybrid access strategies and estimate capacity and
energy benefits. Xiao et al. [23] proposed a unified
placement model for energy efficiency of baseband
functions and mobile edge computing in 5G networks.

IV. RESULTS AND DISCUSSION

The comparison of power consumption in different
generations of mobile networks can be seen in Table I. It
shows the development and progress of the frequency
band, power density, mobile station, and base station
power level through generations.

TABLE I. POWER TRENDS FROM 1G TO 5G [24]

Mobile Base
Technolo Frequency ;eonv:;etr station station
oy band (Watt/l\)llz) plower power
evel level
1G 800 MHz 4.0 Low Low
2G 850/ 4.5-9.0 GSM Macro:
900/ 850/900: 46
1800/ 33dBm dBm
1900 MHZ
GSM Micro:
1800/1900: | 14-32
24-39dBm dBm
3G 800/ 45-10 21-33 24-38
850/ dBm dBm
900/
1800/
1900/
2100 MHZ
4G 1.8 GHZ, 10 23 43-48
2.6 GHZ dBm dBm
5G 30-300 GHz | 10 High High

From the 1980s, when the 1G network appeared, to
the present day, when the 5G network is available, there
has been significant progress in expanding the frequency
range. Of course, such advancement has resulted in an
increase in electricity consumption. Higher electricity
consumption leads to higher carbon dioxide emissions but
also to higher costs. That is why energy efficiency is of
great importance, both for preserving the environment
and for reducing costs for network companies.

Figure 1 shows the expected electricity usage of
wireless access networks (2G-5G) by 2030. Based on the
graph, it can be seen that the 2G network had the highest
electricity consumption until 2021, when it was equaled
by 4G. Following that, the 4G network is expected to be
the largest consumer of electricity from 2022 until 2029,
while in 2030, 5G is expected to overtake it.
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Figure 1. Expected case electricity usage of wireless access networks
[25]

Taking into account this trend of increased energy
consumption by 5G networks, an urgent need for energy-
efficient solutions has emerged. Figure 2 summarizes the
energy-saving findings, obtained from ten relevant
publications listed in the green 5G network section. The
results show a percentage improvement in energy savings
after the implementation of the proposed solutions.

Energy savings
70%

50%

40%

18% il | I 20%

Figure 2. 5G network energy-saving findings comparison

This graph shows that the proposed solution in [21]
reduces energy consumption by 54%, which is the largest
energy savings among the alternatives. With only 17%
energy efficiency improvements in a given sample, [15]
had the lowest energy savings. The proposed solutions
achieved 28.3% of energy savings on average. It is clear
from the standard deviation of 11.67 that the energy
savings percentages of the proposed solutions do not
deviate significantly from the average energy savings
percentage. With a value of 29.1%, the coefficient of
variation suggests that the arithmetic mean is a
satisfactory measure of central tendency, and that the data
is satisfactorily grouped around the arithmetic mean.

V. CONCLUSION

The increased number of wireless networks together
with the needed service quality for expanding data
services has generated the need to innovate green
solutions that effectively satisfy essential energy
efficiency requirements. In this paper, an overview of
energy efficiency initiatives in 5G is presented. The
comparison of the results achieved by these solutions
clearly indicates that 5G has leveraged a unique
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paradigm, which has led to the creation of various
concerns for future wireless networks, stressing the
importance of better energy consumption optimization
and overall sustainability.
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Abstract — The new technological era brings many benefits
and made everyday life much easier. The E-Government
portal is one of them. This portal enables people to submit a
request to the state administration from home without
waiting in line. This portal has received increasing attention
as an innovation method for improved governance and
many countries are investing their efforts and resources into
its development. The E-Government portal of Republic
Serbia was launched in June 2010 and since then the
government of Republic Serbia is constantly working to
improve